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IMPERVIOUS SURFACE TREND ANALYSIS AND ITS IMPACTS  

ON KOSOVO’S LANDSCAPE CHANGE FROM 2006 TO 2015  

Ferat KRASNIQI1 , Florim ISUFI1*  

DOI: 10.21163/GT_2022.171.01 

ABSTRACT: 

The growth of cities and human demands for a better life have influenced the transformation of land 

use from natural land or vegetation to an artificial area-impervious surface (IS). The IS is an important 

indicator to measure the process of urbanization and its impact on the ecological environment. This 

article aims to analyze the trends of impervious surface and exert influence on land cover/land use 

occupation based on High-Resolution Layers (HRL) of imperviousness time-series data from 2006 to 

2015 obtained from the European Copernicus Programme for seven Kosovo's regions. For the 

spatiotemporal distribution of the IS changes to be expected, the overlay of the GIS method was 

utilized. The results show that the absolute and relative rate of IS increased in all Kosovo's districts in 

four time periods: 2006, 2009, 2012, and 2015. Whereas, in the three periods of impervious change: 

2006 - 2009, 2009-2012, and 2012 – 2015 regional distinctions were distinguished, where Prishtina 

and Prizren regions occupy the most spatial increases of IS. To highlight the consumption of land 

cover/land use area by the IS increase change results of the periods 2009 -2012, and 2012 – 2015, five-

first class categories of CORINE Land Cover inventory from 2012 and 2018 year utilized. In both 

periods, the most affected land cover class by IS increases was the artificial area, followed by 

agricultural area and forest and semi-natural area, where wetlands and water land cover classes showed 

no affection in all of Kosovo's regions. 
 

Keywords: impervious surface (IS), growth rate, change, land use, district. 

1. INTRODUCTION 

 We are witnessing that due to the extraordinary/rapid development of the economy and the 

continuous increase of the population, the surface of the Earth is continuing to be urbanized quite 

drastically (Liu et al., 2019). With this rapid socio-economic development, expected that, by 2050, 

the urban population will exceed the participation of 60% (UN, 2014), while, by 2092, this 

participation will approach 100% (Batty, 2011; Liu et al., 2019). As a result of this development, the 

demands for land space for urban human life have intensified to the maximum. Consequently, the 

transformation of land use/cover is in constant conflict and competition by human activity such as 

preserving the environment or building infrastructure, recreational areas, or agriculture, which can be 

changed and lead to create a new type of land use (Scalenghe & Marsan, 2009). As we all know, one 

of the characteristics – which is most prominent – of urbanization is the growth and expansion of 

impervious surfaces. Undoubtedly, such things forge our living environment under unprecedented 

pressure (Grimm et al., 2008; Seto et al., 2012; Weng, 2012). This land conversion often occurs from 

urban growth, which transforms the permeability of the soil from water to impervious (McMahon, 

2007). 

Impervious surfaces such as roads, sidewalks, parking lots, roofs, and others, which prevent water 

infiltration into the soil, are defined as anthropogenic materials (Weng, 2008). Such an expansion of 

these areas’ highlights – in addition to the process of urbanization – also anthropogenic manifestations 

with their effects make our living environment change (Weng, 2012; Liu et al.,2019). In addition to 

the direct impact on the environment, the increase of soil sealing due to the urbanization process has 

raised numerous field-related studies. This increase of these surfaces causes the floods from water 

flows to intensify/frequent (Brun and Band, 2000), and the increased of the surface temperature 
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becomes the reason for the use of materials that have small values of albedo – urban heat island effect 

(Yuan and Bauer, 2007). The awareness of the impacts of the urbanization process of the hydrological 

processes (Deng and Wu, 2013), climate changes (Boggs and Sun, 2011; Hao et al., 2015), and on 

human health (Gong et al., 2012) are shown to be fundamental factors for the investigation of the 

impervious surface dynamics. Paul and Meyer (2008) reported an influence of the impervious increase 

on physical (hydrology and geomorphology), chemical, biological and ecological streams urban 

landscape. The IS was treated as an essential environmental key indicator (Chester &amp; Gibbons, 

2007) for population density estimation (Morton &amp; Yuan, 2009), changes in storm runoff (Miller, 

et al., 2014), water balance (Strohbach, et al., 2019) and quality (Schueler, 1994), and urban heat 

island (Weng, et al., 2004).  

Numerous research methodologies were emerged to map impervious surfaces using whether low 

or high spatial resolution remotely sensed data. For instance, the Landsat-7 ETM+ and IKONOS and 

Digital Orthophoto Quadrangles (DOQ) imageries used for mapping large areas of impervious in the 

United States by applying regression tree (CART) algorithm (Yang, et al., 2003), the normalized 

spectral mixture analysis (NSMA) method used on Landsat TM and US census data (Morton &amp; 

Yuan, 2009), pixel-based, segmentation based and a hybrid classification method applied on 

Quickbird high-resolution imagery (Lu, et al., 2011). 

Remote sensing is considered a more suitable technique to extract and map IS compared to 

traditional methods due to many satellite-acquired image values such as multi-temporal image 

resolution, large covered scene area, and lower cost (Slonecker, et al., 2009). The medium-resolution 

image (like Landsat constellations) is widely endorsed to observe the urban spatial structure 

distributions due to their repeated measurement at moderate spatial resolution and orbit revisit time 

(Sexton, et al., 2013). In the last decades, the increase in open free source remotely sensed data and 

software policies has increased the ability to map and quantify the impervious area for a larger unit- 

continental unit. One such series of products covering 39 European countries and capture the 

percentage and change of soil sealing have been created under Copernicus Land Monitoring Service 

(CLMS) and is freely available for scientific purposes. Cooperation between the EEA and Swiss 

Federal Office for the Environment (FOEN) analyzed for the first time the extent of the urban sprawl 

over the period 2006 -2009 using the HRL imperviousness layer maps. The study involved 32 

countries and revealed that the IS area could be used as a new indicator to monitor the urban sprawl 

(EEA-FOEN, 2016). The European Environment Agency (EEA) has created an online platform for 

time-series imperviousness changes based on impervious products. Every 3 years between 2006 and 

2015, based on 100 m raster cell size of imperviousness change products for each country unit using 

data cube approach, aiming to measure the extent and dynamics of soil sealing caused by urban 

development and other artificial land use classes in Europe (EEA, 2020). The information on IS area 

differentiates between countries on administrative levels provided by this platform. The impervious 

change statistics analysis for Kosovo could be derived only per country unit. Based on the importance 

of the soil sealing trend, this study aims to highlight the spatial distribution of IS area changes for the 

seven regions units of Kosovo over 10 years (2006 - 2015) using GIS overlay methods and 

imperviousness time series data with 20m spatial resolution. 

Moreover, the study addresses these three main questions:  

1. What are the absolute and relative status and change of imperviousness layer in Kosovo and its 

regions?  

2. What are the imperviousness change dynamics (trends) among seven regions, and why?  

3. Which type of land cover or land use is more affected by the increase of impervious among the 

regions? 

2. STUDY AREA  

The Republic of Kosovo is located in the southeastern part of Europe respectively lies in the 

center of the Balkan Peninsula (Fig. 1). It borders Albania (south-west), Montenegro (northwest), 

Serbia (northeast), and Northern Macedonia (southeast) and has a total geographical area of 10905.25 

km². The territory lies between 41 ° 51 ' N to 43 ° 16' N latitudes and between 19 ° 59 ' E and 21 ° 47' 
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E longitude, characterized by different altitudes, from 270 m to 2656 m. The relief of Kosovo consists 

of mountains and plains. Mountains occupy 63% of the territory and are divided into peripheral 

mountains that form the framework of Kosovo and central mountains. The lowest point of Kosovo is 

located in the valley of the river Drini i Bardhë, on the border with Albania, and reaches an altitude 

of 270 m above sea level. The highest point is located in the west of Kosovo, in Gjeravica - 2,656 m. 

In terms of hydrography, Kosovo is divided into three river basins: Drini i Bardhë, Ibri, Morava e 

Binçës and Lepeneci. Kosovo Rivers flow into three marine catchments: the Black Sea, the Adriatic 

Sea, and the Aegean Sea. The climate of the Republic of Kosovo is mainly continental, resulting in 

summer warm and cold winters, with Mediterranean and continental influences (Kosovës, 2020). The 

state of Kosovo is characterized by a very young population structure, where the average age is 30.2 

years. According to the census conducted in April 2011, the population is over 1.7 million inhabitants, 

where 61% of the population lives in rural areas. 

 

 

Fig. 1. Location of the Kosovo Republic in Balkan Peninsula and its administrative regional division. 
 

The country is divided into seven administrative regions (Fig. 1). Data by size by region and 

estimated population from 2011 to 2015 are presented in Table 1. The name of the regions 

corresponds to the name of the regional centers, with Prishtina and Prizren regions being the most 

populated ones. Prishtina is the country's capital and is the largest regional economic, political, 

administrative, educational, and cultural center. Like any country that is in the phase of economic and 

demographic transition, Kosovo, respectively, these regional centers, have undergone significant 

spatial changes due to the growth of their urban area. In particular, changes had taken place in the last 

20 years (after the 1999 war), namely, after 2008, when the country gained the right to state 

independence. The expansion of regional urban areas has been influenced by many factors, which can 

be related to the post-war migration of the rural population in the direction of urban areas to education, 

employment and then resulted in a permanent residence, the growth of rural settlements on the border 

with urban areas, development of inter-regional and state road infrastructure. The region of Prishtina 



4 

 

and Prizren is among the regions which have had the most significant increase in artificial areas, 

frequently uncontrolled, causing occupation and loss of fertile land. From 1981 to 2011, of the total 

population that had emigrated within the national borders between municipalities (196,429 

inhabitants), most of them migrated towards Prishtina (45,905 inhabitants) or over 23.1% of its 

population, followed by the municipality of Prizren with 7.98% Ferizaj 6.79%, Gjilan with 5.31%, 

and Fushë Kosova with 4.74% (Kastrati, et al., 2014). Therefore, it is crucial to study the spatial 

distribution and changes of the impervious area of Kosovo, to better understand the trend and direction 

of urban development and its impact on transformation land use. 

 
Table 1. 

The size of the area and estimated population from 2011 to 2015 of Kosovo regions. Source: Kosovo 

Agency of Statistics, https://ask.rks-gov.net/en/kosovo-agency-of-statistics. 

 

Region 
Area in 

km² 
2011 2012 2013 2014 2015 

Region’s 

center 

1. Ferizaj 1 024 185695 189507 190299 186252 178754 Ferizaj 

2. Gjakova 1 236 196867 200348 200582 200956 201006 Gjakova 

3. Gjilan 1 331 181459 182991 182698 176700 166834 Gjilan 

4. Mitrovica 
2 051 

192637 235691 235386 231548 224420 Mitrovica 

5. 
Peja 

1 366 174235 177854 177387 177266 176702 Peja 

6. 
Prishtina 2 157 

477312 489975 493944 489846 480040 Prishtina 

7. 
Prizren 1 747 

331620 339240 340335 342376 343848 Prizren 

Total 10, 912 
1739825 1815606 1820631 1804944 1771604  

3. DATA AND METHODS 

The data utilized in this study compromise both raster and vector spatial datasets provided free 

of charge from Copernicus – European Union's Earth observation program. The imperviousness HRL 

(High- Resolution Layer) data time series are raster data format and contain information on 

imperviousness status and change layers. The imperviousness status layer captures the percentage 

form 0-100% of IS increase or decrease for the following four years: 2006, 2009, 2012, and 2015. 

Imperviousness change layers are classified thematic change products that map the most relevant 

categories of IS such as unchanged areas, new cover, loss of cover, and impervious degree increase 

and decrease for each of the 3-year periods: 2006-2009, 2009-2012, and 2012-2015 (Table 2). The 

imperviousness layers represent the spatial impermeability distribution of the soil per unit area. They 

are created using the semi-automatic classification method on NDVI calibrated products based on 

continuous multi-temporal seasonal image composites (3 per year) satellites (IRS-P6/ResourceSat-2 

LISS-III, SPOT 5, and Landsat 8) with a spatial resolution of 20 x 20 m (LANGANKE, 2016). The 

CORINE Land Cover (CLC) time series inventory contains information on land cover/land use up to 

44 classes at the three-level hierarchical category, using a Minimum Mapping Unit (MMU) of 25 

hectares (ha) for area feature and a minimum width of 100 m for the linear feature (Table 3). The 

CLC Level 1 category compound of five class categories for this study includes artificial surfaces, 

agricultural areas, forest and semi-natural areas, wetlands, and water bodies are used.  

https://ask.rks-gov.net/en/kosovo-agency-of-statistics
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Table 2. 

Imperviousness products' main metadata information. Source: Copernicus – Land Monitoring 

Service (https://land.copernicus.eu/pan-european). 

 

Product 

type 
Product name Reference years Pixel size Projection Tile ID 

Status layers 
IMD -  Imperviousness 

degree 
2006, 2009, 2012, 2015 20 m 

EPSG:3035 

(ETRS89, 

LAEA) 

E50N20 

Change 

layers 

IMCC Imperviousness 

change classified 

2006-2009, 2009-2012, 

2012-2015 
20 m 

EPSG:3035 

(ETRS89, 

LAEA) 

E50N20 

 

Table 3. 

CORINE Land Cover inventories' main metadata information. Source: Copernicus – Land 

Monitoring Service (https://land.copernicus.eu/pan-european). 

 

Name Year Data type Data format Projection 

Corine Land Cover - GeoPackage 
2012 

Vector SQLite Database 
EPSG:3035 (ETRS89, 

LAEA) 

Corine Land Cover - GeoPackage 
2018 

Vector SQLite Database 
EPSG:3035 (ETRS89, 

LAEA) 

 

After collecting the data described above, the first step was to pre-process the data for the study, 

such as clipping and re-projection. To exhale the absolute spatial distribution in IS pixel (2006, 2009, 

2012, and 2015) and IS changes (2006-2009, 2009-20012, and 2012-2015) per each region, the GIS 

raster overlay method is employed, using QGIS tools. Overlay analysis is a GIS operation for 

overlaying the multiple layers of datasets representing different themes to identify layer relationships 

(Clarke, 1997). To produce the spatial distribution of the impervious surface in pixel, for each land 

cover category on each region, both vector and raster overlay analysis tools are applied on the 

CORINE Land Cover data set for 2012 and 2018. Then, the results of the GIS overlay analysis were 

exported to Excel spreadsheets for further analysis. From the data on the excel spreadsheet, the 

absolute (in km2) and relative (in percentage) area for the imperviousness status and change layers, 

annual IS change increase was calculated as well as land cover type consumption by IS per each 

region. This change was witnessed from the linear trend, calculated for the period 2006-2015. The 

linear trend equation can be represented by the equation (Pushka, 2008): 

 

𝑌𝑡  =  𝐴 +  𝐵𝑋                                                                  (1) 
where:  

Yt  - the trend; 

A  - the value of the constant when X is zero;  

B  - the trend coefficient, which shows how much the dependent variable Y changes for a given period;  

The parameters A and B are derived from two normal equations: 

ΣY = 𝑁𝐴 +  𝐵Σ𝑋                                            (2) 

             ΣYX = 𝐴ΣX +  𝐵Σ𝑋2                                            (3) 

Degree of change (DCh), percentage of change (PCh), and annual rate increase (ARI) of IS area 

during each period time for each region were calculated based on the following formulas (Alawamy, 

Balasundram, Hanif, & Sung, 2020) : 

                                                                     𝐷𝑐ℎ = (𝑡1 − 𝑡2)                                                                       (4)      

          𝑃𝑐ℎ =
(𝑡1−𝑡2)

𝐺𝑡
∗ 100                                                    (5) 

          𝐴𝑟𝑖 =
(𝑡1−𝑡2)

(𝐺𝑡∗𝑛)
∗ 100                                     (6) 

https://land.copernicus.eu/pan-european
https://land.copernicus.eu/pan-european
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where: 
t1  - the imperviousness area of the region in the initial time; 

t2  - is the imperviousness area of the region at the final time; 

Gt  - the sum of the total country imperviousness area, and 

n  - the number of years between one period of change.  

 

 
 

Fig. 2. Flowchart depicting methodology 

4. RESULTS AND DISCUSSIONS 

Based on the data and methodology applied, three types of results were obtained and analyzed in 

this study area: the degree of the impervious for the four-time periods (2006, 2009, 2012, 2015) in 

absolute and relative values, degree of impervious classes change (IMCC) in absolute and relative 

changes values and the annual increase of the impervious for the three periods of changes (2006-2009, 

2009-2012, 2012-2015), and the consumption of land cover or use class category by the impervious 

trends for the two-period time of changes 2009-2012 and 2012-2015. 

4.1. Degree of soil sealing from 2006 to 2015 (Degree of imperviousness = IMD) 

The maps (Fig. 3) show the degree of soil sealing ranging from 0% to 100 % for all Kosovo 

regions. Light brown color (range 1-20) shows areas with a slight degree of imperviousness, while 

dark brown color (range 81 – 100%) shows an entirely impervious area of each region, indicating the 

trend of the impervious increase each year detected in all degree imperviousness time series products. 

Table 4 shows the absolute and relative distribution of soil impermeability for the study area for 

the period 2006 - 2015. From the tabular data, it can be estimated that IS has grown continuously in 

all regions. At the country level, the IS area increased from 225.80 km2 to 250.42km2 from 2006 to 

2015. From 2006 to 2012, the IS area increased slowly, while from 2012 to 2015, the IS area increased 

quickly, from 234.90 km2 to 250.42 km2.  

Data sets 

Imperviousness layers 

 

Status maps (2006, 
2009, 2012, and 2015) 

 

CORINE Land Cover 
inventory (2012 and 2018) 

 

Changes maps (2006 - 2009, 
2009- 2012, and 2012 – 2015) 

 

Clipping to study area 

 
GIS environment 

 
Spreadsheets analysis 

 

Overlay analysis 

  

IMD maps 

  

IMCC maps 

  

Tables and graphs 
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Fig. 3. Distribution of imperviousness degree rate in Kosovo and regions presented 

for four years (2006, 2009, 2012 and 2015). 
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Table 4. 

The absolute and relative soil sealing of the regions in the study area. 

 

 Region  

2006 2009 2012 2015 

Area (km2) % Area (km2) % Area (km2) % Area (km2) % 

Gjakova 27.56 0.25 27.66 0.25 27.8 0.3 28.01 0.26 

Ferizaj 22.33 0.20 22.46 0.21 22.9 0.2 24.70 0.23 

Peja 23.54 0.22 23.72 0.22 23.9 0.2 23.97 0.22 

Prishtina 57.64 0.53 58.55 0.54 61.5 0.6 69.83 0.64 

Mitrovica 23.07 0.21 23.22 0.21 23.7 0.2 24.43 0.22 

Prizren 38.90 0.36 39.21 0.36 41.9 0.4 45.02 0.41 

Gjilan 32.77 0.30 32.98 0.30 33.4 0.3 34.46 0.32 

Grand Total 225.80 2.07 227.80 2.09 234.9 2.2 250.42 2.30 

 

Fig. 4 shows the linear trend and R2 (R-Squared) calculated for IS in Kosovo from 2006 to 2015. 

The result of the calculated trend has the following values: Y = 8.0995 + 214.49. The trend coefficient 

B = 8.0995 shows that for every three years, IS in Kosovo has increased by 8km2, while the value of 

the coefficient A = +214.49 represents the constant for the period zero. The values of the linear trend 

model calculated in three-year intervals, from 2006 to 2015 are Y (2006) = 222.59 km2, Y (2009) = 

230.69 km2, Y (2012) = 238.79 km2 and Y (2015) = 246.90 km2. Based on these results, the projected 

value of IS growth for 2018 is Y (2018) = 254.99 km2. The value of R-squared = 0.88 explains that 

the linear model regression has fit well our observation data. 

 
 

Fig. 4. The trend of impervious surface area in Kosovo, from 2006 to 2015. 

 

Fig. 5 presents the IS area distribution of Kosovo's regions at different periods. In the initial year 

(2006), most changes occurred in the Prishtina region (57.64 km2 or 0.53 %), followed by the Prizren 

region (38.90 km2 or 0.36 %) and the Gjilan region (32.77 km2 or 0.30 %). The other regions like 

Gjakova, Peja, Mitrovica, and Ferizaj share almost the same percentage of sealing on the country 

level.  
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The calculations for the imperviousness status layer of the second period (2009) indicate very 

little increase on both the absolute and relative values of the impervious with around two km2 for the 

whole country. During this period, the most soil-sealed regions are Prishtina and Prizren, while in the 

other regions, the growth rate of impervious is relatively low. In the 2012 period, the impervious 

increased to 234.9 km2 or 2.2 % for the whole country. Regional impervious increasing distinction 

occurs again in the region of Prishtina with 61.5 km2 or 0.6 % and Prizren 41km2 or 0.4% of the 

country area, while other regions show a slight IS growth (Fig. 5). 

In the final year (2015), the biggest absolute IS increased to 250.42 km2 or 2.30 % within the 

Republic of Kosovo. As seen in Fig. 5, except for Prishtina (69.98 km2 or 0.64) and Prizren (45.02 

km2 or 0.41%) regions, a growth trend of IS increased in Ferizaj, Gjilan, and Mitrovica regions, while 

the Peja region indicates a very low IS growth rate. 

 

 
 

Fig. 5. The absolute increase of the IS in km2 in Kosovo Region’s from 2006 to 2015. 

 

The IS growth rate in Kosovo and its regions continues to increase quickly. Based on the 2011 

national population census data, 61% of the population is rural, while 39% is urban in Kosovo. 

Although, recently, there has been an improvement in the construction of road and water infrastructure 

in the deepest hilly-mountainous villages of the country, the migration of inhabitants continues 

towards the regional centers to better meet the living needs and opportunities for education and 

employment for the future. This has affected the growth of urban areas in each regional center, 

especially in Prishtina, which constantly attracts residents from border cities and all over the country. 

Examples of urban population lifestyle and their living change manner, as well as changes in 

economic activities of the population such as transport, trade, and tourism, may take to the 

construction of infrastructure and urban expansion, rather than the increase in the size of population 

(Scalenghe & Marsan, 2009). The new construction of highways, national and regional roads in 

Kosovo has increased the rate of IS area. The data calculated for the construction of the new highway 

in Kosovo show that from 2011 to 2020, about 137.2 km of highways were built (Krasniqi, et al., 

2020), which has dramatically influenced the growth of the IS area and transformed the land use 

destination.  
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4.2. Degree of imperviousness change (IMCC) 

 

The classified impervious change maps (Fig. 6) indicate the spatial pattern of soil increase 

changes for the three periods over all regions of Kosovo. The colors presented in the IMCC legend 

indicate the attribute category of impervious classified changes. The white color represents the 

unchanged impervious areas with zero degrees: the red color indicates the new layer of increasing 

imperviousness area, which was zero on the first date of reference: the green color represents the 

degreased of the impervious surface, which was zero on the second reference date: the gray color 

represents the unchanged impervious surfaces between the two periods: the yellow color represents 

the increase of the imperviousness density in both the reference dates and color magenta - unclassified 

IS in any of the years, in the absence of raster data or cloud cover.  However, a piece of more detailed 

information about the rate of the sealing of region's distinction is illustrated in Table 5 and Fig. 7.  

 

 

Fig. 6. The thematic classified impervious change in Kosovo regions for the three periods:  

2006-2009, 2009-2012 and 2012-2015. 
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Table 5 shows the statistics of imperviousness changes in three time periods; 2006-2009, 2009 

– 2012, and 2012 -2015 according to each Kosovo region. 
                                                                                                                                                            Table 5.  

The absolute, relative and annual sealing changes between 4-periods. 

Region 2006-2009 2009-2012 

 

2012-15 

 

2006-2015  

Area 

(km2) 

% Annual 

% 

Area 

(km2) 

% Annual 

% 

Area 

(km2) 

% Annual 

% 

Area 

(km2) 

% Annual 

% 

Gjakova 0.1 0.04 0.01 0.12 0.05 0.02 0.23 0.1 0.03 0.45 0.20 0.06 

Ferizaj 0.13 0.06 0.02 0.44 0.19 0.06 1.8 0.77 0.26 2.37 1.05 0.32 

Peja 0.18 0.08 0.03 0.15 0.07 0.02 0.1 0.04 0.01 0.43 0.19 0.06 

Prishtina 0.92 0.41 0.14 2.9 1.27 0.42 8.38 3.57 1.19 12.19 5.40 1.62 

Mitrovica 0.15 0.07 0.02 0.44 0.19 0.06 0.77 0.33 0.11 1.36 0.60 0.18 

Prizren 0.36 0.16 0.05 2.82 1.24 0.41 3.16 1.34 0.45 6.12 2.71 0.81 

Gjilan 0.2 0.09 0.03 0.43 0.19 0.06 1.05 0.45 0.15 1.69 0.75 0.22 

Total 2.04 0.9 0.3 7.3 3.21 1.07 15.49 6.59 2.2 24.62 10.90 3.28 

4.2.1. IMCC 2006-2009 

 In the first period (2006 -2009), the absolute change was 2.04 km2 or 0.90% of the total changes. 

The highest region in the degree of IS changes occurred in Prishtina with 0.92 km2 or with an annual 

growth rate of 0.14%, followed by Prizren region with 0.36 km2 or with a yearly growth rate of 

0.05%, and other regions like Gjakova, Ferizaj, Peja, Mitrovica, and Gjilani, share almost the same 

absolute and their annual growth of rate changes ranging from 0.01 to 0.03 %.   

4.2.2. IMCC 2009-2012 

From 2009 to 2012, the absolute change was 7.3 km2 or 3.21 % of the total changes in the second 

period of changes. Prishtina and Prizren regions experienced the most IS area changes: Pristina with 

2.90 km2 or 1.27 %, followed by the Prizren region with 2.82 km2 or 1.24 %. The characteristic of 

impervious surface changes in this period is that Ferizaj, Gjilan, and Mitrovica district show 

impervious surface area increase rate compared to the 2006-2012 period. While, Gjakova region is 

relatively the same, and Peja starts a small relative impervious surface decrease (Fig. 7). 

4.2.3. IMCC 2012-2015 

In the third period of impervious surface changes from 2012-2015, the absolute difference was 

15.49 km2 or 6.59 % of the total changes. The highest region in the degree of impervious changes is 

Prishtina with 8.38 km2 or with an annual growth rate of 1.19%, followed by Prizren region with 3.16 

km2 or with a yearly growth rate of 0.45%, and other regions like Ferizaj, Gjilan, Mitrovica, Gjakova 

and Peja, share almost the same absolute and their annual growth of rate changes ranging (from 

1.80km2 to 0.10km 2 or 0.26 to 0.01 %). (Fig. 7). 
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Fig. 7. Impervious surface changes are in km2 of the regions for three periods. 

4.2.4. IMCC 2006-2015 

Fig. 8 presents the annual growth rate of IS changes. The annual growth of IS area at the national 

level from 2006 - 2015 is 24.62 km2, or 3.28 % of the annual rate IS area changes. The largest share 

of this change has the region of Prishtina with 12.19 km2 or 1.62% of the territory, followed by the 

region of Prizren with 6.12 km2 or 0.81%, Ferizaj shares 2.37 km2 or 0.32 %, Gjilan 1.69 km2 with 

0.22% annual growth rate of IS changes, Mitrovica 1.36 km2, with 0.18 % annual growth rate of 

changes, while Gjakova and Peja regions, share the same annual growth rate of changes with 0.06 %.  

The absolute and relative changes increase of the IS area in Kosovo continues to be prominent 

in the three periods of changes. In the regional aspect, except for the Peja region, which has a decrease 

in changes in IS, all other regions have a continuous increase. The decrease of changes in the region 

of Peja, can be related to its most extreme (peripheral) geographical position. The Prishtina region 

continues to have the largest increase of changes of the IS during the study period. In addition to the 

country's capital, Prishtina, in this region are located its neighboring cities such as Fushe-Kosova, 

Obiliq, Lipjan, Podujeva, Drenas, Gracanica, which have undergone a tremendous physical and 

spatial change. Based on the research "Increase of urban areas in Kosovo Municipalities" by the 

Institute for Spatial Planning of Kosovo (Nushi, Murseli, Nela, Kallaba, & Behrami, 2018), urban 

expansion is mainly done along national, regional, and local roads, especially when rural settlements 

have been very close to cities. In addition, such cases are the connection of Hajvali and Cagllavice 

with the city of Prishtina, the connection of the village of Uglare with the town of Fushë Kosova, and 

the internal connection of the town of Fushë Kosova with Prishtina. 

 

 
Fig. 8. The annual growth rate of IS changes of the regions for 4 time periods. 
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4.3. The impact of the impervious surface increase on land use 

Table 6 presents the absolute and relative area of three main category land cover classes occupied 

by impervious surface change expansion in the seven counties of Kosovo during the two periods 

(2009–2012 and 2012–2015). Artificial areas were the main land cover classes occupied by IS change 

in each period. The proportion of artificial area in the first period (2009-2012) was 70.26 % occupied 

by IS change increase, then in the second period (20012-2015) show a proportion decrease with 58.66 

% of occupation by IS change increase. The proportion of agricultural area in the first period was 

27.91% occupied by IS increase, then in the second period show an increase occupation by IS to 

38.47%. As a third land cover class, forest, and semi-natural area, in the first period was 1.83% 

occupied by IS and increased slowly in the second period to 2.85%.  
Table 6.  

The absolute and relative values of the land cover consumption by IS are increased during two 

periods of time series impervious changes in Kosovo regions. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Regions 2009 - 2012 2012 - 2015 

Land cover Area km2 % Area km2 % 

Ferizaj 0.44 6.00 1.80 11.62 

Artificial surfaces 0.29 3.92 0.96 6.20 

Agricultural areas 0.15 2.00 0.83 5.33 

Forest and semi-natural area 0.01 0.09 0.01 0.08 

Gjakova 0.12 1.65 0.23 1.51 

Artificial surfaces 0.03 0.38 0.09 0.59 

Agricultural areas 0.08 1.14 0.14 0.89 

Forest and semi-natural area 0.01 0.13 0.00 0.03 

Gjilan 0.43 5.93 1.05 6.76 

Artificial surfaces 0.35 4.78 0.49 3.17 

Agricultural areas 0.08 1.11 0.53 3.44 

Forest and semi-natural area 0.00 0.04 0.02 0.15 

Mitrovica 0.44 6.07 0.77 4.96 

Artificial surfaces 0.35 4.79 0.54 3.51 

Agricultural areas 0.09 1.25 0.22 1.40 

Forest and semi-natural area 0.00 0.03 0.01 0.05 

Peja 0.15 2.07 0.10 0.66 

Artificial surfaces 0.09 1.17 0.03 0.21 

Agricultural areas 0.06 0.87 0.06 0.41 

Forest and semi-natural area 0.00 0.03 0.01 0.03 

Prishtina 2.90 39.66 8.38 54.10 

Artificial surfaces 2.53 34.58 5.84 37.69 

Agricultural areas 0.35 4.86 2.53 16.33 

Forest and semi-natural area 0.02 0.22 0.01 0.08 

Prizren 2.82 38.62 3.16 20.40 

Artificial surfaces 1.51 20.64 1.13 7.29 

Agricultural areas 1.22 16.68 1.65 10.67 

Forest and semi-natural area 0.09 1.29 0.38 2.43 

Grand Total 7.30 100.00 15.49 100.00 
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The graphic proportion area of each land cover class occupied by the increase of impervious 

surface changes in the two time-period of investigations for the seven districts of Kosovo is shown in 

Fig. 9. In the first period (2009-2012), artificial surfaces have been mostly occupied by the increase 

of impermeability in six of the regions, except the Gjakova region, where agricultural surfaces have 

the highest participation. The region of Prishtina has the highest percentage with 34.58% and the 

region of Prizren with 20.64%. Then, regions with more minor participation have Mitrovica (4.79%), 

Gjilan (4.78%), Ferizaj (3.92%), Peja (1.17), and Gjakova (0.38%). The region of Prizren (16.16%) 

has the largest occupation of the agricultural area due to the increase of the impervious surface, 

followed by regions such as Prishtina (4.86%), Ferizaj (2.0%), Mitrovica (1.25%), Gjakova (1.14%), 

Gjilan (1.11%), and Peja (0.87%). A smaller percentage of forest and the semi-natural area is affected 

by the impervious surface increase in this period. Prizren (with 1.29%) and Prishtina (with 0.22 %) 

districts occupy the largest proportion of this class. The other regions share the smaller percentage; 

Gjakova (0.13%), Ferizaj (0.09), Gjilani (0.04%), Mitrovica, and Peja with 0.03%. 

 

 
 

Fig. 9. Land cover consumption by IS are increases in Kosovo regions for to periods:  

2009-2012 and 2012-2015. 

 

In the second period (2012-2015) of impervious surface change, an increase and decrease great 

trend occupation of the artificial and agricultural land cover area experienced in Prishtina, Ferizaj, 

and Prizren districts. The district of Prishtina has the highest percentage occupation (with 37.69%) 

and continues to increase, followed by Prizren districts/region with 7.29% that show a decrease 

proportion comparing to the first period of impervious change. 
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A growth trend increases occupation of the artificial land cover area occurred in Ferizaj district 

with 6.20%. Then, regions with a smaller area of the artificial land cover proportion have Mitrovica 

(3.51%), Gjilan (3.17%), Gjakova (0.59%), and Peja (0.21). The region of Prishtina (16.33%) has the 

largest occupation of agricultural areas due to the increase of impervious surface are increased in this 

period, followed by Prizren district (7.29%), which had a decrease in the impervious surface area in 

this period, Ferizaj district (5.33%) which showed a fast impervious surface during this period and 

the other regions, Gjilan (3.44%), Mitrovica (1.40%), Gjakova (0.89%) and Peja (0.41%). An 

increased percentage occupation of forest and semi-natural area affected by impervious surface in this 

period. Prizren district occupies the largest proportion of this class (2.43 %), which increased this 

class's occupation during the second period. While the other districts and Prishtina (with 0.22 %) 

districts. The other regions share the smaller percentage; Gjilani (0.15%), Ferizaj and Prishtina 

(0.08%), Mitrovica (0.05%), Gjakova and Peja with 0.03%. 

The reason why artificial surfaces have been occupied mainly by the increase of the impervious 

area in both periods taken in the analysis is due to the artificial surface class nomenclature and its 

definition and the increase of building density within cities and constructions along with existing 

buildings and roads. In the second period, 2012-2015, it is evident that the space and agricultural area 

begin to shrink more occupied by the impervious surface because one of the important reasons is that 

from 2011 begins the construction of highways in Kosovo and their extension has significantly 

reduced the area of fertile land. According to (Nizeyimana, et al., 2001), the expansion of cities tends 

to consume the best agricultural lands and affects the change of the boundary of the fertile land areas 

in the direction of the movement of lands with less productivity, such as hilly-mountainous areas. 

 

5. CONCLUSION  

Rapid and uncontrolled urban growth has affected the development of the impervious area, 

bringing about chain changes in the living environment. Numerous studies have analyzed the IS 

spatial change increase in local and regional terms, caused by social and economic factors such as 

road infrastructure requirements and new recreational areas, new residential areas outside of the dense 

city area, and creation of economic and industrial zones, Etc. Because of these factors, the IS area, 

among other things, has disrupted the natural circulation of water, and their consequence is the 

flooding of rain.  

In this study, the trend of the IS in the seven administrative districts of Kosovo is analyzed during 

the years 2006, 2009, 2012, and 2015 based on the time-series data of imperviousness High-

Resolution Layers (HRL) downloaded free of charge by the European Copernicus Program. Also, the 

IS increase rate in the three periods of changes was discussed: 2006-2009, 2009-2012, and 2012. The 

increase of IS areas is in constant conflict with the land use classes, especially agricultural ones. The 

findings of this study reveal the impact of IS changes of the two period-times 2009-2012, and 2012-

2015, has affected the agricultural area shrinkage compared with the CORINE land cover inventories 

of the year 2012 and 2018. 

Results show that during 9 years (2006-2015), the IS in Kosovo has increased to 24km2 or an 

annual increase of changes to 3.28%. In the regional aspect, IS transformation has occurred in all 

administrative regions, except the Peja region, where there is a trend of IS decrease. The region of 

Prishtina continues to have a growing IS trend because this region is located in the capital of the 

country - Prishtina, where most of the tertiary and quaternary economic activities are concentrated. 

Furthermore, it was found that an increase in IS has had an effect on the narrowing of green spaces 

within urban areas and increased their boundary by consuming agricultural, forest, and semi-forest 

land. Spatial growth of land impermeability through regions provides important information to 

understand the growth rate of cities and their connection, sustainable regional urban planning in the 

future, environmental protection in general, and protection of water or natural plant reserves 

especially. Further studies at the city level may be conducted in the future, in case spatial data with 

higher resolution can be provided and other ancillary data to see in more detail the environmental 

impact of the IS increase. 



16 

 

 

  R E F E R E N C E S  

 

 
Alawamy, S. J., Balasundram, K. S., Hanif, M. H., & Sung, B. T. (2020). Detecting and Analyzing Land Use 

and Land Cover Changes in the Region of Al-Jabal Al-Akhdar, Libya Using Time-Series Landsat Data from 

1985 to 2017. Sustainability, 24. https://doi.org/10.3390/su12114490 

Batty, M., 2011. When all the world's a city. Environ Plan A 43 (4), 765–772. https://doi. org/10.1068/a43403 

Brun, S.E., Band, L.E., 2000. Simulating runoff behavior in an urbanizing watershed. Computers, Environment, 

and Urban Systems. 24 (1), 5–22. https://doi.org/10.1016/S0198-9715(99)00040-X 
Boggs, J.L., Sun, G., 2011. Urbanization alters watershed hydrology in the Piedmont of North Carolina. 

Ecohydrology 4 (2), 256–264. https://doi.org/10.1002/eco.198 

Chester, L. A., & Gibbons, J. C. (2007). Impervious Surface Coverage: The Emergence of a Key. Journal of the 

American Planning Association, 62(2), 243 - 258. https://doi.org/10.1080/01944369608975688 

Clarke. (1997). Getting Started with Geographic Information Systems (Clarke, K ed.). New Jersey: Prentice-

Hall. 

Deng, C., Wu, C., 2013. Examining the impacts of urban biophysical compositions on surface urban heat island: 

a spectral unmixing and thermal mixing approach. Remote Sensing of Environment. 131, 262–274. 

https://doi.org/10.1016/j.rse.2012.12.020 

EEA. (2020, 03 25). https://www.eea.europa.eu/data-and-maps/indicators/imperviousness-change-2. Retrieved 

from European Environment Agency: https://www.eea.europa.eu/ 

EEA-FOEN, j. (2016). Urban sprawl in Europe. Luxembourg: European Environment Agency. 

https//doi:10.2800/143470 

Grimm, N.B., Faeth, S.H., Golubiewski, N.E., Redman, C.L., Wu, J., Bai, X., Briggs, J.M., 2008. Global change 

and the ecology of cities. Science 319 (5864), 756–760. https://doi.org/10.1126/science.1150195 

Gong, P., Yu, L., Li, C., Wang, J., Liang, L., Li, X., Ji, L., Bai, Y., Cheng, Y., Zhu, Z., 2016. A new research 

paradigm for global land cover mapping. Annals of GIS. 22 (2), 87–102. 

https://doi.org/10.1080/19475683.2016.1164247 

Hao, L., Sun, G., Liu, Y., Wan, J., Qin, M., Qian, H., Liu, C., Zheng, J., John, R., Fan, P., Chen, J., 2015. 

Urbanization dramatically altered the water balances of a paddy field dominated basin in southern China. 

Hydrology and Earth System 

Sciences (HESS). https://doi.org/10.5194/hessd-12-1941-2015 

Kastrati, A., Sojeva, K., Maxharri, Z., Uka, S., Tara, R., & Gashi, D. (2014). Migrimi Kosovar. Prishtina: 

Agjencia e Statistikave të Kosovës. 

Kosovës, A. e. (2020). Kosova në Shifra 2019. Prishtinë: Agjencia e Statistikave të Kosovës (ASK). Retrieved 

from https://ask.rks-gov.net/media/5686/kosova-n%C3%AB-shifra-2019.pdf 

Krasniqi, I., Ulaj, R., Basha, I. T., Qevani, B., Kastrati, A., Rrustemi, I., . . . Salihu, A. (2020). Vjetari Statistikor 

i Republikës së Kosovës 2020. Prishtinë: Agjencia e Statistikave të Kosovës. 

Langanke, T. (2016, 03 10). https://land.copernicus.eu/pan-european/high-resolution-layers/imperviousness. 

Retrieved from https://land.copernicus.eu/: https://land.copernicus.eu/user-corner/technical-library/hrl-

imperviousness-technical-document-prod-2015 

Liu, C., Zhang, Q., Luo, H., Qi, S., Tao, S., Xu, H., & Yao, Y. (2019). An efficient approach to capture continuous 

impervious surface dynamics using spatial-temporal rules and dense Landsat time series stacks. Remote 

Sensing of Environment, 229, 114–132.  https://doi.org/10.1016/j.rse.2019.04.025 

Lu, D., Hetrick, S., & Moran, E. (2011). Impervious surface mapping with Quickbird imagery. International 

Journal of Remote Sensing, 2519-2533. https://doi.org/10.1080/01431161003698393 

McMahon, G. (2007). Consequences of land-cover misclassification in models of impervious surface. 

Photogrammetric Engineering and Remote Sensing, 73(12), 1343-1353. 

Miller, D. J., Kim, H., & Klejdsen, R. T. (2014). Assessing the impact of urbanization on storm runoff in a peri-

urban catchment using historical change in impervious cover. Journal of Hydrology, 59-70. 

https://doi.org/10.1016/j.jhydrol.2014.04.011 

Morton, A. T., & Yuan, F. (2009). Analysis of population dynamics using satellite remote sensing and US census 

data. Geocarto International, 24(2), 143-163. https://doi.org/10.1080/10106040802460715 

https://doi.org/10.3390/su12114490
https://doi.org/10.1016/S0198-9715(99)00040-X
https://doi.org/10.1002/eco.198
https://doi.org/10.1080/01944369608975688
https://doi.org/10.1016/j.rse.2012.12.020
https://doi.org/10.1126/science.1150195
https://doi.org/10.1080/19475683.2016.1164247
https://doi.org/10.5194/hessd-12-1941-2015
https://land.copernicus.eu/user-corner/technical-library/hrl-imperviousness-technical-document-prod-2015
https://land.copernicus.eu/user-corner/technical-library/hrl-imperviousness-technical-document-prod-2015
https://doi.org/10.1016/j.rse.2019.04.025
https://doi.org/10.1080/01431161003698393
https://doi.org/10.1016/j.jhydrol.2014.04.011
https://doi.org/10.1080/10106040802460715


 Ferat KRASNIQI and Florim ISUFI / IMPERVIOUS SURFACE TREND ANALYSIS AND ITS IMPACTS … 17 

 

Nizeyimana, E. L., Petersen, G. W., Imhof, M. L., Sinclair Jr., H. R., Waltman, S. W., Reed-Margetan, D. S., . . 

. Russo, J. M. (2001). Assessing the Impact of Land Conversion to Urban Use on Soils with Different 

Productivity Levels in the USA. Soil Science Society of America Journal, 65(2), 391–402. 

https://doi.org/10.2136/sssaj2001.652391x 

Nushi, L., Murseli, R., Nela, N. N., Kallaba, M., & Behrami, V. (2018). Rritja e zonave urbane në Komunat e 

Kosovës. Prishtina: Instituti për Planifikim Hapësinor. 

Paul, J. M., & Meyer, L. J. (2008). Streams in the Urban Landscape. Annual Review of Ecology and Systematics, 

32(1), 207-231. https://doi.org/10.1007/978-0-387-73412-5_12 

Pushka, A. (2008). Metodat statistike dhe grafike në Gjeografi (Gjeostatistika) (Third ed.). Prishtinë: University 

of Prishtina. 

Scalenghe, R., & Marsan, A. (2009). The anthropogenic sealing of soils in urban areas. Landscape and Urban 

Planning, 90(1-2), 1-10. https://doi.org/10.1016/j.landurbplan.2008.10.011 

Schueler, T. (1994). The Importance of imperviousness. The Practice of Watershed Protection, 100-111. 

Seto, K.C., Güneralp, B., Hutyra, L.R., 2012. Global forecasts of urban expansion to 2030 and direct impacts on 

biodiversity and carbon pools. Proc. Natl. Acad. Sci. U. S. A. 109 (40), 16083–16088. 

https://doi.org/10.1073/pnas.1211658109 

Sexton, J. O., Song, X.-P., Huang, C., Channan, S., Baker, M. E., & Townsched, J. R. (2013). Urban growth of 

the Washington, D.C.–Baltimore, MD metropolitan region from 1984 to 2010 by annual, Landsat-based 

estimates of impervious cover. Remote Sensing of Environment, 129(15), 42-53. 

https://doi.org/10.1016/j.rse.2012.10.025 

Slonecker, T. E., Jennings, B. D., & Garofalo, D. (2009). Remote sensing of impervious surfaces: A review. 

Remote Sensing Reviews, 20(3), 227-255. https://doi.org/10.1080/02757250109532436 

Strohbach, M. W., Döring, A. O., Möck, M., Sedrez, M., Mumm, O., Schneider, A.-K., . . . Schröder, B. (2019). 

The “Hidden Urbanization”: Trends of Impervious Surface in Low-Density Housing Developments and 

Resulting Impacts on the Water Balance. Frontiers in Environmental Science, 7, 1-10. 

https://doi.org/10.3389/fenvs.2019.00029 

United Nations (UN), 2014. World Urbanization Prospects: The 2014 Version-Highlights. Department of 

Economic and Social Affairs, New York. 

Weng, Q. (2008). Remote Sensing of Impervious Surfaces. NW: Taylor&Francis Group. 

Weng, Q., 2012. Remote sensing of impervious surfaces in the urban areas: requirements, methods, and trends. 

Remote Sensing of Environment. 117, 34–49. https://doi.org/10.1016/j. rse.2011.02.030 

Weng, Q., Lu, D., & Schubring, J. (2004). Estimation of land surface temperature–vegetation abundance 

relationship for urban heat island studies. Remote Sensing of Environment, 89(4), 467-483. 

https://doi.org/10.1016/j.rse.2003.11.005 

Yang, L., Huang, C., Homer, C. G., Bruce, W. K., & Michael, C. J. (2003). An approach for mapping large-area 

impervious surfaces: synergistic use of Landsat-7 ETM+ and high spatial resolution imagery. Canadian 

Journal of Remote Sensing, 29(2), 230 - 240. https://doi.org/10.5589/m02-098 

Yuan, F., Bauer, M.E., 2007. Comparison of impervious surface area and normalized difference vegetation index 

as indicators of surface urban heat island effects in Landsat imagery. Remote Sensing of Environment. 106 

(3), 375–386. https://doi.org/10.1016/j.rse.2006.09.003 

 

https://doi.org/10.2136/sssaj2001.652391x
https://doi.org/10.1007/978-0-387-73412-5_12
https://doi.org/10.1016/j.landurbplan.2008.10.011
https://doi.org/10.1073/pnas.1211658109
https://doi.org/10.1016/j.rse.2012.10.025
https://doi.org/10.1080/02757250109532436
https://doi.org/10.3389/fenvs.2019.00029
https://doi.org/10.1016/j.%20rse.2011.02.030
https://doi.org/10.1016/j.rse.2003.11.005
https://doi.org/10.5589/m02-098
https://doi.org/10.1016/j.rse.2006.09.003


Geographia Technica, Vol. 17, Issue, 1, pp 18 to 32 
 

INTEGRATING MULTISOURCE OF BATHYMETRY DATA FOR UPDATING 

BASEPOINT AND BASELINE POSITIONS OF MARITIME BOUNDARY 
  

Ratna Sari DEWI 1* , Tia Rizka Nuzula RACHMA1 , Ibnu SOFIAN1 ,  

Nadya OKTAVIANI1 ,  Ayu Nur SAFI’I1 , SUPRAJAKA1 ,  

Astrit RIMAYANTI1 and Eko ARTANTO1 

 

DOI: 10.21163/GT_2022.171.02 

ABSTRACT: 

The research presents an alternative method to update the position of basepoints and baselines of 

maritime boundary especially for the area with lack of bathymetry data. We used multisource 

bathymetry data for instance the national bathymetry, the national digital elevation model, and echo-

sounding measurement data. We then integrated them with satellite derived bathymetry to provide a 

dense depth point in shallow water. In this case, data limitation due to the difficulty in reaching for 

example the outermost location was overcome by using remote sensing technology. The spline 

interpolation-based method was successful to integrate those multisource data and obtained quite detail 

information and less noisy bathymetry data. Furthermore, the LAT and HAT coastlines were able to 

update the positions of basepoint and baseline in the study area. We developed a new maritime 

boundary consisting of a normal baseline and straight lines across the mouth of three rivers and 

integrate them with the existing archipelagic baselines. The results can be used as a basis knowledge 

to support negotiations in delimiting maritime boundaries so that a proportionate and equitable 

agreement with neighboring countries can be achieved. 
 

Key-words: Basepoints; Baselines; Coastlines; SDB; Gridding method; Maritime boundary. 

1. INTRODUCTION 

Indonesia shares land and sea borders with other countries. Its maritime boundaries are divided 

into several maritime areas, including territorial sea, contiguous zone, the Exclusive Economic Zone, 

and continental shelf. To determine boundaries in these areas, defining basepoints and baselines is 

crucial since the baseline is the measurement reference for the boundary lines (Arsana, Rizos and 

Schofield, 2006). These basepoints and baselines are determined by Indonesia via Government 

Regulation ref. no. 38 of 2002 and Government Regulation ref. no. 37 of 2008 (Indonesian 

Government., 2002, 2008). Based on these regulations, archipelagic baselines are obtained from 

basepoints that are located in the low water line, namely the average position of the low water line 

(Indonesian Government., 2002). Based on NOAA (NOAA, 2021), the mean low water line (MLLW) 

is obtained from the average measurement of the lowest water level observed every day during the 

tidal datum period, which is 19 years. Nevertheless, with the current development of survey and 

mapping methodologies, there are various new methods that can be used to determine the position of 

these basepoints, especially when the availability of historical tide measurements is limited. 

Moreover, there is no internationally recognized standard method for determining the position of this 

archipelagic baselines (Specht, Specht, Waz, Dabrowski, et al., 2019). However, the minimum quality 

of these measurements can be referred to in the IHO guidelines (IHO., 2008). 

In the literature, measurement of basepoints and baselines can be carried out using various 

methods, including the tachymetric method (Specht et al., 2017), through the LIDAR system 
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(Sinclair, Stephenson and Barker, 2003), using UAVs (Specht, Specht, Waz, Dabrowski, et al., 2019), 

and very high resolution imagery.  

The use of UAVs and satellite imagery is primarily intended for very shallow waters, where ships 

cannot use echosounders because of the very shallow depths (Specht, Specht, Waz, Naus, et al., 2019). 

Furthermore, it is stated that although the tachymetric method is the most accurate method, it is less 

effective because large coverage requires considerable time and cost (Specht, Specht, Waz, 

Dabrowski, et al., 2019). Therefore, the use of remote sensing data has recently been increasingly 

developing in providing an alternative for mapping basepoints and baselines. This method will help 

the updating process since the position of these basepoints and baselines may be dynamic (Specht, 

Specht, Waz, Naus, et al., 2019). 

At present time, baselines at the study area has been developed by only connecting two basepoints 

due to limited data available in this location. Coastline surveys based on datums have never been 

carried out and bathymetric data around the site is also very minimal. Due to limited data availability 

to develop an accurate coastline position, the related baseline intersects part of the mainland as in Fig.  

1. This study aims to develop an alternative method in determining an accurate position of basepoints 

and baselines of the Indonesian archipelago. We expect this method can be used as an alternative in 

determining the position of basepoints to complement Indonesia's maritime border data. The location 

of basepoints and baselines refers to the position of coastlines based on the lowest tidal datum (Lowest 

Astronomical Tide/LAT) and the highest tidal datum (Highest Astronomical Tide/HAT). This is in 

accordance with the Information Geospatial Law of Indonesia which mandates that Indonesia 

coastlines are categorized into three types of datum level: LAT, MSL and HAT (Geospatial 

Information Agency., 2011). Moreover, in 1997, to the member of IHO, Tidal Committee suggested 

the use of LAT as the reference for the chart datum. The LAT and HAT are calculated over at least 

18.6 year period of harmonic constants derived from at least one year observation (FIG Commission 

4 and 5., 2006). In addition, because of the difficulty in reaching the outermost location, the use of 

remote sensing data is expected to be able to overcome the problem of data limitations.  

2. STUDY AREA  

For the case study, a basepoint was selected, namely: TD.161B located in Cape Simansih, Siberut 

Island, part of Mentawai Islands, Indonesia. TD.161B is located at the coordinates of 01°40' 43” S 

and 98 °52' 35" E. This basepoint is in the western part of Sumatra, facing the Indian Ocean and not 

bordering other countries. The closest basepoint to the TD.161B is TD.162 located in Cape Sakaladat, 

Siberut Island, and TD.161 in Sinyaunyau Island (Fig. 1).  

 

 
Fig. 1. Location of study area on a map of Indonesia including the location of existing basepoints and 

baselines. Black arrow shows the position at which the baseline intersects the mainland. 
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When checking the baseline carefully, we observed that the baseline intersects the land portion 

as indicated by black arrow in Fig. 1.  

Tidal characteristics in the Mentawai Islands are dominated by semi-diurnal tides  (Suparno., 

2006) with wave height is ranging from 0.5 m up to 3 m depending on seasons (Dewi, Sugianto and 

Diponegoro, 2018). Siberut Island as the National Park Area is a biosphere reserve of UNESCO since 

1981. It has a diversity of natural ecosystem such as coral reefs, seagrass beds and mangroves. On the 

other hand, Siberut has potential of disasters since this area is the meeting place of ocean and 

continental plates that is prone to earthquake and tsunami (Mustafa, 2010; Karim, 2011).  

3. DATA AND METHODS 

3.1. Elevation and bathymetry data 

Bathymetry data from various sources (see Fig. 2) were used in this experiment and described as 

follows: 

 

a) National Digital Elevation Model (DEMNAS) 
The National DEM is developed from multi data sources including IFSAR (5 m resolution), 
TERRASAR-X (5 m resolution) and ALOS PALSAR (11.25 m resolution) data. Further, the 
stereo-plotting mass point data is also incorporated in the process. The spatial resolution of 
DEMNAS is 0.27-arcsecond. It refers to the EGM2008 vertical datum (Geospatial Information 
Agency., 2018b).  
 

b) Indonesian National Bathymetry Data (INBD) 
National bathymetry is developed from the inversion of gravity anomaly data by using the 
altimetry data. Furthermore, sounding data from single beam and multibeam measurements are 
incorporated as well. The spatial resolution of the BATNAS data is 6arc-second and it refers to 
the MSL datum (Geospatial Information Agency., 2018b). The Geospatial Information Agency 
already has the National Bathymetry (INBD) data, which combines GEBCO data with several 
bathymetric measurements in only a few areas (Julzarika et al., 2021). 
 

c) Single Beam Echosounder Data (SBES) 
For the study area, the best available data was from single beam echosounder (SBES) 
measurement provided by the Indonesia Geospatial Information Agency. The SBES survey was 
conducted in 2019. Since the data has been corrected for zero tidal influences, no additional tidal 
correction was needed. The depth information ranges from 1 m up to 29.9 m. Table 1 presents 
the number of measurement points available within 2 m depth range. This SBES measurement 
data was used for two purposes: a) as an input when performing coastline model (gridding 
bathymetry and topography data); and b) as an input to build and validate the SDB model in 
extracting bathymetry information. 
 

d) Satellite Derived Bathymetry Data (SDB) 
SDB data were derived by performing Random Forest (RF) to Sentinel 2A. Further detail on the 
processing of the SDB model is available in Section 2.3.1. 
 

Table 1.  

Number of measurement points within 2 m depth ranges for hydrographic data. 

Overall >0 m 1–3 m 3–5 m 5–7 m 7–9 m 9–11 m 11–13 m 13–15 m >15 m 

97,971 N/A 6,645 4,593 7,119 24,770 26,465 22,576 3,847 1,956 
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Fig. 1. The visualization of bathymetry data that were used for coastline model, namely a) composite of the 

national DEM; b) the Indonesian national bathymetry data; and c) SBES measurement points. 

 

3.2. Tide gauge data 

Hourly tides data observation was used in this research. The data were obtained from Mailepet 

tide gauge station in the southern part of Siberut Island located at the coordinates of 01°33' 49.7” S 

and 99°11' 49.2" E (Geospatial Information Agency., 2018a). The data which was made available 

from the Indonesian Geospatial Information Agency (Badan Informasi Geospasial) was recorded 

from 23 February 2011 up to 1 September 2020. The tide data was used in estimating the LAT and 

HAT position before performing coastline model.  

3.3. Satellite image 

Four bands of Sentinel 2A were used to extract bathymetry information from remote sensing data 

(satellite derived bathymetry). The spectral bands were consisting of blue (0.49 µm), green (0.56 µm), 

red (0.665 µm), and near infrared (0.842 µm) parts of the spectrum (ESA, 2015). For the study, we 

used level 2A format from the ESA website, i.e., Copernicus Open Access (ESA, 2020). The image 

was recorded on March 25th, 2019 with 10 m spatial resolution and in bottom of atmosphere 

reflectance (BoA) format. A standard radiometric and geometric correction has been applied to the 

image by the provider (ESA, 2015). 

3.4. Other data 

To compare the results of the method proposed in this study, we used topographic map of Siberut 

Island, the Indonesian archipelagic baseline, boundaries of territorial sea, contiguous zone, and the 

economic exclusive zone, Indonesian river data, and the existing basepoints of the surrounding area. 

Those data were obtained from the Geospatial Information Agency of Indonesia. 

3.5. SDB model 

To perform the SDB model, we used 80% of the SBES measurement data that was randomly 

selected as the training data. The remaining 20% of the SBES measurement was used for the testing 

data. For the next step, we applied Random Forest (RF) to derive depth information. We set the two 

parameters of RF, 𝑚𝑡𝑟𝑦 and 𝑛𝑡𝑟𝑒𝑒 to obtain the best accuracy (Breiman, 2001). The 𝑛𝑡𝑟𝑒𝑒 values 

were set from 50–1,000 trees with intervals of 50. Meanwhile, the 𝑚𝑡𝑟𝑦 values were tested from 1–

10 with intervals of 1.  
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Furthermore, the validation of the SDB model was conducted by using 5-fold cross validation 

(H2O, 2021). In fact, for this research, we made experiment by assessing not only RF but also support 

vector machine (SVM), however, RF outperformed SVM. Therefore, in this study, we applied RF for 

the extraction of bathymetry from satellite images. For the detail information about RF, readers are 

suggested to check literatures (Manessa et al., 2016; Sagawa et al., 2019). 

3.6. The LAT and HAT estimation for datum-based coastlines 

T-TIDE package in MATLAB was employed to analyzed the tide gauge data (Pawlowicz, 

Beardsley and Lentz, 2002). Least squares harmonic analysis was applied by this package to identify 

the components and predictions of tide by using up to 71 tidal components. In this case, the harmonic 

analysis application is conducted by fitting the chosen harmonic constituents to the sea level 

observation. The following equation was used to estimate a tidal function by fitting the sea level 

observation (Bruce B. Parker, 2007; Siddig, Al-subhi and Alsaafani, 2019): 

 

𝑧(𝑡) = 𝑧0 +∑𝑓𝑖𝑍𝑖

𝑚

𝑖=1

cos(𝜔𝑖𝑡 + 𝑢𝑖 − 𝑘𝑖
∗), (1) 

 
where: t is the time in serial hours, z(t) is a predicted water level at t, z0 is the mean water level, fi is a lunar 

node factor for the ith constituent, Zi is a mean amplitude for the ith constituent over 18.6-year lunar node cycle, 

ωi is the frequency of the ith constituent, ui is the nodal phase for the ith constituent, ki* is the phase of the ith 
constituent for the period origin is utilized, and m is a number of constituents. 

Nine-year observation data from 23 February 2011 up to 1 September 2020 were used in this 

study. The least squares method was applied to fit the trend which represents the general patterns of 

the time series observation over its period (Siddig, Al-subhi and Alsaafani, 2019). The LAT and HAT 

were calculated over a minimum period of 19 years which was during a full nodal period using the 

harmonic constant values derived from nine-year observations (FIG Commission 4 and 5., 2006; 

Thiébot, Guillou and Droniou, 2020). The LAT is defined as the lowest predicted tide level under 

average meteorological conditions and under any astronomical conditions. Meanwhile, the HAT is 

refers to the highest level of water that can be predicted under any combinations of astronomical 

situation (IHO., 2008; PCTMSL, 2014). For more information on the analysis of harmonic method, 

readers are suggested to check references (Ko et al., 2018; Siddig, Al-subhi and Alsaafani, 2019). 

3.7. Integrating elevation and bathymetry extracting coastlines 

Gridding method was applied to integrate all various sources of data, including land elevation 

and bathymetry data so that the seamless digital elevation and bathymetry model could be obtained. 

Hell and Jakobsson (2011) developed the gridding method based on interpolation with spline tension 

at several resolutions determined by the source of data density. This method is found to be suitable 

when integrating various kinds of data for instance low-resolution National Bathymetry Data and 

high-resolution echo sounding measurements (Becker et al., 2009; Hell and Jakobsson, 2011). In this 

study, a self-developed FORTRAN-based program based on the method proposed by Hell and 

Jakobsson (2011) was used to compile and develop the DEBM.  

Coastline model can be developed in several ways (Boak and Turner, 2005; Dewi et al., 2018), 

for example by classifying features on the coast using aerial photographs for instance the position of 

highest water line (Ford, 2013; NOAA, 2021). The coastline can also be built based on tide-

coordinated coastline, for example, by referring to the mean high water line whose information is 

obtained, for example using LIDAR data or field measurements (Liu, 2008; Kim, Lee and Min, 2017). 

Furthermore, the coastline can also be generated by classifying beach features using remote sensing 

images, namely by extracting water and non-water pixels, for example from multispectral, radar and 

hyperspectral images (Al Fugura, Billa and Pradhan, 2011; Dewi, Bijker and Stein, 2017).  
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In this study, the second approach was adopted; coastline was extracted from an intersection 

between a seamless digital elevation and bathymetry model (DEBM) and the water level for i.e., the 

LAT and HAT as in Oktaviani et al., (2021). After performing gridding method, coastlines were 

generated by computing the intersection line between the seamless DEBM and water level for i.e., 

LAT and HAT obtained from the previous step. The concept of coastline developed in this study can 

be seen in Fig. 3. 

 

Fig. 2. Coastline estimated from an intersection between seamless digital elevation and bathymetry model  

and water level (modified from Li, Di and Ma (2004)). 

 

3.8. Estimating basepoints, baselines and maritime boundaries 

The LAT coastline was used as a reference in determining the basepoint while the HAT coastline 

was used to identify islands. To determine whether an object is an island, we referred to the definition 

provided by UNCLOS (United Nations Convention on the Law of the Sea) 1982 convention (United 

Nation, 1982). The mass of land which is visible during high and low tides is called an island/rock, 

however, when it is only visible during the low tide, it is called as low tide elevation (LTE). The first 

term is in line with the definition provided in UNCLOS Article 121 (United Nation, 1982): “An island 

is a naturally formed area of land, surrounded by water, which is above water at high tide”. The second 

term is described in Article 13: “A low-tide elevation is a naturally formed area of land which is 

surrounded by and above water at low tide but submerged at high tide”. Both concepts are visualized 

in Fig. 4. 

 

Fig. 3. The concept of island, low-tide elevation and sub-surface feature based on UNCLOS 1982  

(modified from Schofield and Arsana (Schofield and Arsana, 2012)). 
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For this study, a method from Presscott and Schofield (2005) was adopted to estimate the 

basepoint location. The presence of any possible outermost island was assessed by using the HAT 

coastline and the position of the headland were assessed as well. In the next step, two straight lines 

were drawn on the side of the headlands and the angle formed by the intersection of both straight lines 

were measured. Furthermore, the measured angle was divided in half to create a bisector of tangents 

as a line that divides the angle equally. The intersection of this bisector of tangents line with the LAT 

coastline was then considered as basepoints (see Fig. 5). 

 

Fig. 4. Locating the basepoint (green dot) at the position of the intersection between bisector of tangents line 

(red line) with the LAT coastline (modified from Presscott and Schofield (Presscott and Schofield, 2005)). 

 

A baseline was created by joining the proposed basepoint resulted from this study with the 

available basepoints. For this purpose, given the situation of the study area, we generated a normal 

baseline and straight lines across the mouth of rivers. UNCLOS (United Nation, 1982) defines the 

normal baseline to measure the breadth of the territorial sea as the low-water line along the coast 

officially recognized by the government. Whereas, the closing of river mouth is conducted when a 

river flows directly into the sea. In this situation, we need to develop a straight line across the mouth 

of the river between points on the low-water line of its banks (United Nation, 1982). In this research, 

the position on the low-water line refers to the LAT coastline. 

Lastly, the maritime boundary was developed by integrating the proposed baseline from this 

study with the existing archipelagic baselines from nearby basepoints (TD.161 and TD.162 as in Fig. 

1). We compared the results with the existing baselines which was developed by joining the existing 

basepoints located at the low water line along the coast. They were determined by direct measurement 

via hydrographic survey at the nearshore area by the Indonesia Government. From the resulted 

baseline, we generated the boundary of territorial sea, contiguous zone and the exclusive economic 

zone. In fact, a state can develop four types of zones, namely: territorial sea, contiguous zone, 

continental shelf, and exclusive economic zone (Specht, 2019).  

  

 

4. RESULTS 

4.1. The result of SDB model and the estimation of LAT and HAT coastlines 

Fig. 6a presents the results of the SDB model while Fig. 6b shows false color composite of 

Sentinel 2A as visual comparison. The estimated depth in the SDB model were from >0 m up to less 

than 30 m, and the model clearly delineated land area of zero depth around the existing land and 

shallow water area representing by grey to white pixels in Fig. 6b. 

The tidal harmonic constituents’ analysis results are plotted in Fig. 7. The plot of tide gauge data 

is in blue, the predicted tide level is in orange and the residual of sea level is in red lines. The tidal 

analysis results show that water level observation fit with the predicted water level by using T-Tide 

model indicated by a small residual ranging from 20-30 cm. 
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Fig. 5. Visualization of depth produced when performing RF in the study area; and (b) false colour composite 

of Sentinel 2A image (dark blue pixels are water; red pixels are vegetation and grey to white are very shallow 

water with submerge rocks). 

 

This residual was classified as meteorological residual which is a non-tidal component resulted 

by removing regular tides in the analysis (Pugh, 1987). The model produced 71 tidal constituents 

which were further used to predict the water level in Siberut Island for 19 years. From the result in 

Fig. 7, the LAT was 26.77 cm while the HAT was 202.49 cm. 

  

(a) 
(b) 

 
Fig. 6. (a) Hourly tide gauge data (blue line), the results of T-Tide prediction (orange line) and the residual 

of sea level (red line) as the results of tidal analysis; (b) Tidal prediction in blue line and the estimates of LAT 

(green line) and the HAT in red line. The x-axis is the time of measurement and y-axis is the sea level in cm. 

4.2. The result of elevation and bathymetry integration and coastline extraction 

Integration results between elevation and bathymetry data using spline interpolation-based 

method (gridding method) is presented in Fig. 8a. Whereas, Fig. 8b-c show the visual comparison of 

the proposed result with other depth data, namely from SDB (Fig. 8b) and the national bathymetry 

data (Fig. 8c). The SDB model seems a bit noisy while the national bathymetry data has less detailed 

information. The integration of elevation and all available bathymetry data was successful in deriving 

quite detail information and less noisy bathymetry data as in Fig. 8a. 
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Fig. 7. The visualization of depth data comparison provided by (a) gridding method, (b) SDB model, and 

(c) the national bathymetry data 

 

In the next step, we derived the LAT and HAT coastlines from the resulted bathymetry data. 

The results are provided in Fig. 9 showing visual comparisons for coastlines generated by the national 

bathymetry data (black and magenta lines) and proposed coastlines from gridding method (yellow 

and tosca lines). From the comparison in Fig. 9, it was obvious that coastlines resulted from the 

proposed method presented relatively smooth coastlines which were close to the shape of the land 

features. Whereas, rough coastlines from the national bathymetry data were due to lack of detailed 

depth information in shallow waters. In this case, we concluded that in locations where depth points 

maybe less dense, the resulting coastlines would be shifting. Hence, it was critical to have a dense 

depth point especially in shallow water to obtain an accurate coastline. 

4.3. The proposed basepoints, baselines and maritime boundary 

The LAT and HAT coastlines presented in Fig. 9 were used to update the position of basepoint 

and baseline in the study area.  

 

Fig. 8. The visualization of LAT (a-b) and HAT (c-d) coastlines. For each coastline type, comparisons are 

given for coastlines generated by the national bathymetry data (black and magenta lines), and proposed 

coastlines from gridding method (yellow and tosca lines). False colour composite of Sentinel 2A is used as the 

background. 



 Ratna Sari DEWI, Tia Rizka Nuzula RACHMA, Ibnu SOFIAN, Nadya OKTAVIANI,  Ayu Nur SAFI’I,  … 27 

 

 

From visual inspection on the HAT coastline, we confirmed that there was no small island which 

was identify near the TD.161B. Therefore, we concluded that the baseline was still located at the 

Siberut Island. Meanwhile, by using the LAT coastline, we assessed the position of the new basepoint 

located in Cape Simansih approximately 171.58 m to the north of the existing point i.e. TD.161B (as 

in Fig. 10b).  

After updating the basepoint, we obtained a new normal baseline (see red line in Fig. 10a). From 

the LAT coastlines, three rivers located nearby TD.161B were closed by straight lines across the 

mouth of the rivers (see Fig. 10 c-e). In this case, we proposed a new baseline position produced by 

integrating a normal baseline and straight lines across the mouth of rivers. Fig. 10 a-b show a visual 

comparison between the existing baseline and the new baseline resulted from the proposed method.  

From the results, we can see that the proposed baseline was more accurate indicated by its 

position that was closely linked to the land. Finally, we updated the archipelagic baseline by 

connecting the updated TD.161B with the existing TD nearby namely: TD.161 and TD.162. 

Consequently, we updated new positions of Indonesia maritime boundary consisting of the boundaries 

of territorial, contiguous, and exclusive economic zones as in Fig. 11a. Fig. 11b-d present visual 

comparisons between the existing Indonesia maritime boundaries and the updated boundaries. 
 

 

 

Fig. 9. (a) The visualization comparison of the existing basepoint TD161B (black dot) and the proposed 

basepoint (red dot) and zoom in to the location of TD.161B in Cape Simansih. (b) Magenta lines present 

straight lines develop to close mouth of rivers between points on the low-water line (the LAT coastlines in dark 

blue lines) of three rivers: (c) Masi River, (d) Sagulubbeg River, and (c) Kalleak River. 
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Fig. 10. (a) The visual comparison of the existing Indonesian maritime boundaries and the proposed 

boundaries and area for (b) territorial sea, (c) contiguous zone, (d) exclusive economic zone. 

 

5. DISCUSSION  

In this paper, we proposed an alternative method in determining position of basepoints and 

baselines in order to support the negotiations of Indonesia maritime boundaries. The proposed method 

was successful in updating the position of a basepoint and baseline in the study area by incorporating 

and integrating multisource of bathymetry data.  

When performing the empirical SDB model to obtain bathymetry data, it was important to have 

a large amount of training data that represent variability of depth in related location (Geyman and 

Maloof, 2019; Sagawa et al., 2019). The study area was characterized by high waves and strong winds 

making it difficult for surveyors to have an access and to conduct echo-sounding measurement. 
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Finding other alternatives to obtain training data is an opportunity for future research for example by 

using unmanned surface vehicles (Suhari et al., 2017). However, high waves and winds at this area 

may hamper the implementation of such technology. 

For this research, tide model was developed by using nine-year observations data producing 71 

tidal components and the LAT and HAT were estimated over 19 years period. Parker (2007) stated 

that an accurate tide prediction is determined by the amplitude and epochs for the tidal components 

that can be calculated with a given length data time series. It implies that the longer the time series, 

the closer in frequency two tidal components can be solved for.  

The LAT and HAT coastline can be calculated over a minimum period of 19 years using 

harmonic constants that are derived from the minimum of a one year observation (Ko et al., 2018). 

However, the longer the observations, the smaller the standard deviation of each component and the 

better the prediction will be (Bruce B. Parker, 2007; Supriyono et al., 2015). 

We integrated bathymetry data by using gridding method. In this case, lower resolution of the 

national bathymetry data was stacked with a middle resolution of SDB model and a higher resolution 

of echo-sounding measurement points. The challenging part was in carrying out the stacking process 

involving various resolutions and in the same time suppressing gridding artifacts. Spline interpolation 

approach by adjusting an individual tension for each grid resolution was successful in maintaining 

small details in the bathymetry data and suppressing the artefacts caused by higher resolution data 

(Hell and Jakobsson, 2011). However, it required higher computational requirements. 

The determination of basepoint and baseline positions was influenced by the presence of land 

features that may be identified during coastline extractions specifically when deriving the HAT 

coastline. In this case, the UNCLOS (United Nation, 1982) defined island as the naturally formed 

area of land which is above water during the high tide. Hence, it is important to define such features 

when generating the coastline since the presence of the island would determine how the basepoint 

and baseline would be developed. 

 

6. CONCLUSIONS 

This study presents an alternative method to determine the position of basepoints and baselines 

of the Indonesia maritime boundary which can also be applied to any other archipelagic countries. 

The use of remote sensing data and techniques was successful to overcome the problem of data 

limitation in the study area, especially ground survey data. In addition, the proposed method could be 

used to detect low tide elevation (LTE). In fact, an archipelagic countries are not able to use LTE as 

a basepoint, unless there is a permanent building on that certain location. However, the detected LTE 

information can be used to assist the planning of permanent buildings in the area.  

Some challenges for the improvement of the method includes: a) to search for other alternative 

in obtaining training data when applying SDB model; and b) multitemporal observation maybe 

needed since the positions of these basepoint and baseline may vary in time. The method proposed in 

this study can be easily be adopted to any other locations. However, the procedures would be 

determined by the availability of data in the related locations.  

The proposed basepoint obtained from this research is expected to be used as an input to update 

the existing basepoint. Furthermore, the proposed method from this research is also expected to be 

used as a basis to refine the whole existing baselines in Indonesia (as in Government Regulation ref. 

no. 38 of 2002 (Indonesian Government., 2002) and Government Regulation ref. no. 37 of 2008 

(Indonesian Government., 2008)) so that an optimal configuration of the maritime boundaries can be 

obtained. Changes in the position of basepoints and baselines would certainly not change the 

previously agreed maritime boundary agreement as has been mentioned in the Vienna Convention 

Article 62 regarding Fundamental change of circumstances (United Nations, 1969) and the UNCLOS 

Article 51 (United Nation, 1982): “…an archipelagic State shall respect existing agreements with 

other States”. Finally, in delimiting maritime boundaries with neighbouring countries, accurate 

basepoints and baselines are decisive factors to obtain an optimum maritime zone which provide a 

proportionate and equitable solution to both parties. 
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ABSTRACT: 

The Blimbing area, Bruno district of Purwrejo Regency, Central Java, belongs to a susceptible area for 

mass movement. Its geomorphology expresses homoclinic hills, undulating plains, and denudated 

volcanic hills. The lithology is composed of sandstone of the Halang Formation and andesite breccia 

of the Peniron Formation. A study was conducted that aimed to examine the factors influencing soil 

behavior and mass movements in this area by applying an analytical descriptive method along with a 

field survey and surface mapping. There were eight slopes, namely Slope 1 to Slope 8, being examined 

and analysed. Slope 1 and Slope 5 are composed of high-plastic clay with very expansive properties. 

Slope 2 is occupied by high-plastic silt with slightly expansive properties. Slope 3, Slope 4, Slope 6, 

and Slope 7 comprise high-plastic silt with slightly expansive to very expansive properties, while Slope 

8 is built of highly fractured rock, with a joint density of 0.36 m. Using the simplified Bishop method, 

it can be determined that Slope 1 to Slope 7 have safety factor values of 1.095, 1.369, 1.262, 1.128, 

1.605, 1.095, and 0.961, respectively. Slope 8 has a rock mass rating (RMR) value of 38, which belongs 

to class IV (poor rock). It has the potential for wedge and toppling failures. Results of this study indicate 

that the existence of water in the slopes increases the load on the slopes by 15%, decreasing the 

cohesion force and reducing the friction angle values, especially when the water content is more than 

70%. The type of soil is in the form of high-plastic clay and high-plastic silt that is slightly expansive 

to very expansive, with low permeability. Thus, water content and the very expansive soil are the main 

influencing factors for mass movements in the study area. 

 

Key-words: Soil behaviour, Expansive clay, Poor rock, Water content, Mass movement. 

1. INTRODUCTION 

 Soil/rock mass movements often occur in the Blimbing area and its surroundings in Bruno 

District, Purworejo Regency, Central Java, especially during the rainy season. The last landslide, 

which occurred in Tegalsari Village, resulted in 2 houses collapsing, 1 mosque, and 11 other houses 

threatened to move, with a total loss of more than 100 million rupiahs (BPS, 2021, Imam, 2021). The 

second rank of the landslide-prone areas in the Central Java province is the Purworejo Regency. It 

has an Indonesia Disaster Risk Index (IRBI) of 18th out of 496 regencies and cities in Indonesia that 

are classified into a high-risk category (Wicaksono, 2020, BPS, 2021). 

The study area belongs to an area with an average heavy rainfall of more than 2000 mm/year 

(BMKG, 2021). Therefore, in order to identify and understand the factors influencing mass movement 

in the research area, it is necessary to study its soil behavior and characteristics so that the occurrence 

of mass movement can be anticipated, a countermeasure can be planned, and a mitigation model can 

be designed. 
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The research location is administratively situated in the Bruno district, Purworejo regency, Central 

Java province. Astronomically, it is positioned at the coordinates of X = 382000 mE – 388000 mE 

and Y = 91600000 mN – 9168000 mN (Universal Transverse Mercator, World Geodetic System 1984 

in zone 49S), (Fig. 1). This research aims to examine the factors that influence soil behavior of mass 

movements in the study area. 

 

 

Fig. 1. Location map of the study area  

(www.mapsofworld.com/indonesia/provinces/jawa-tengah.html). 

2. METHOD OF STUDY AND DATA  

This research applied an analytical-descriptive method with a field survey and surface mapping. 

Some undisturbed soil samples and rock samples were taken for laboratory testing and analysis. 

Sample testing and assessment in the laboratory included petrographic description; compressive 

strength tests for undisturbed soil samples, disturbed soil samples, rock samples, and unconfined 

compressive strength tests using the American Society for Testing and Material (ASTM D-2938-95) 

for rock mass rating (RMR). Determination of soil physical properties includes unit weight (ASTM 

D-2937), soil density (ASTM D-654-9), water content (ASTM D-2216-982), Atterberg limit (ASTM 

D-4318-89), permeability measurement (ASTM D-2434), soil shear strength analysis (ASTM D-

3080-72), and sieve analysis (ASTM C-136-06) for classifying the soil types.  

The Simplified Bishop method was used in determining the safety factor of the slope formed by 

soil, with the assumption that the sliding plane is circular in form and the movement is rotational 

(Kusumayudha & Ciptahening, 2016, Kusumayudha, et. al., 2020). In order to determine the type of 

soil mass movement, Varnes classification is used (Varnes, 1978). The RMR (rock mass rating) 

method is used to analyse slopes composed of rocks (Bieniawski, 1989), as well as the Markland 

Method (Citrabhuwana et al., 2016). The Simplified Bishop Method uses Limit Equilibrium and 

utilizes a sectional approach where the forces acting on each slice are shown as in Fig. 2 (Rajagukguk 

et al., 2014). In the RMR assessment, Table 1 and Table 2 were used (Bieniawki, 1989).  
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Fig. 2. Stress distribution in sliced soil slope (Rajagukguk, et.al., 2014). 

                                                                                                                                                  Table 1. 

Parameters and range of values of Rock Mass Rating (RMR), (Bieniawski, 1989). 

Parameter Range of Values 

 Compressive 

strength 
(Mpa) 

Values >250 100-250 50-100 25-50 10-25  3-10 <3 

Rating  15 12 7 4 2 1 0 

RQD (%) Values 90 – 100 75 – 90 50 – 75 25 – 50 <25   

Rating  20 17 13 8 3   

Joint 

Dencity 

Values >2 0.6 – 2 0.2 – 0.6 0.06 – 0.2 <0.006   

Rating 20 15 10 8 5   
Joint 

Condition 

Values Very rough 

surfaces 

Not 
continuous 

No 

separation 
Unweathered 

wall rock 

Slightly 

rough 

surfaces 
Separation 

<1 mm 

Slightly 
weathered 

walls 

Slightly 

rough 

surfaces 
Separation <1 

mm 

Highly 
weathered 

walls 

Slickensided 

surfaces or 

Gouge <5 
mm thick, or 

Separation 1 

– 5 mm 
Continuous 

Soft gough >5 

mm thick, or 

Separation > 
5 mm 

Continuous 

  

Rating 30 25 20 10 0   
Ground-

water 

Condition 

Values Completely 

dry 

Damp  Wet Dripping Flowing   

Rating 15 10 7 4 0   

 

In determining the plasticity index (PI) of soil, the interpretation of the plastic and liquid limits 

is carried out using the Casagrande diagram (Fig. 3). To classify the soil type, it uses the American 

Association of State Highway and Transportation Officials (AASHTO) naming system (Hardiyatmo, 

2014). Expansive properties, expansive soils, and swelling potentials are used to indicate soils that 

are prone to shrinkage and contain a lot of clay, especially the mineral of montmorillonite 

(Hardiyatmo, 2014). Based on their expansive properties, there are three groups of clay minerals 

(Nelson & Miller, 1991), namely kaolinite, non-expansive, mica-like, for example, illite and 

vermiculite, which can be expansive, and mildly developed illite, the smactite group, including 

montmotillonite, which is highly expandable or expansive (Duncan & Fasce, 1995). 

                                                                                                                                                  Table 2.  

Geomechanical classification of rock masses (Bieniawski, 1989). 

Class Description of Rock Mass RMR (Sum of Rating Increments) 

I Very Good Rock 81 – 100 

II Good Rock 61 – 80 

III Fair Rock 41 – 60 

IV Poor Rock 21 -  40 

V Very Poor Rock >20 
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The relationship between the degree of soil expansion and the plasticity index according to 

ASTM D-1883 is shown in Table 3.  This table describes the association between the value of 

plasticity index, the degree of swelling of the soil when it contains water, and the percentage of its 

expansion. For example, if the plasticity index value of the soil is 0 to 10, the soil will be categorized 

as unexpansive, because the percentage of expansion is less than 2%. On the other hand, when the 

plasticity index value is greater than 20, then the soil is said to be very expansive or highly swelled, 

with a percentage expansion of more than 4%. Meanwhile, the relationship between the potency of 

clay expansion and the plasticity index (PI) is laid out in Table 4 (Chen (1975). 

 

 
Fig. 3.  Casagrande Diagram (ASTM D-2487). 

Table 3.  

Degree and % of the expansive due to the plasticity index (PI) (ASTM D-1883, vide Hardiyatmo, 2014). 

Plasticity Index  

(ASTM D-424) 

Degree of Expansive Percent of expansive 

(ASTM D-1883) 

0 – 10 Unexpansive 2%  or less 

10 - 20 Rather Expansive 2% - 4% 

> 20 Very Expansive >4% 

 
                                                                                                                     Table 4.  

Relationship of the expansive potency and plasticity index (PI) (Chen, 1975). 

Plasticity Index (PI) Expansive Potency 

> 35 Very High 

20 – 55 High 

10 – 35 Moderate 

0 – 15 Low  

3. RESULTS AND DISCUSSIONS 

3.1. Geomorphology and Geology 

The Blimbing and surrounding area are included in the South Serayu Mountains (Van 

Bemmelen, 1949), a geoanticlinic ridge stretching from the west to the east for 100 km (Fig. 4). Using 

Van Zuidam's classification (1984), the geomorphology of the study area can be divided into 

homoclinic hills, undulating plains, and denuded volcanic hills. The homoclinic hills are in the middle 

part, occupying 12.80% of the study area, with slopes of 7%–140% (4o–55o) very steep. The lowest 

elevation is 200 m asl and the highest is 500 m asl. The undulating plain occupies 63.05% of the study 

area, with slopes of 2%–140% (2o–55o), very sloping–very steep. The lowest elevation is 187 m asl, 

and the highest is 597 m asl. The denudated volcanic hills are located in the southeast, occupying 

21.8% of the study area, with slopes of 15%–140% (8°–55o), moderate to very steep. 
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Fig. 4. The physiographic map of the Central - Eastern Java, and the study area belongs to the South 

Serayu Mountains (Van Bemmelen, 1949). 

In the study area, there are two main rivers, namely Kali Jali and Kali Gowong, with relatively 

lateral erosion processes, so that the cross section of the rivers shows a "U" shape. Stratigraphically, 

the study area consists of alternating sandstones with claystones of the Halang Formation and volcanic 

andesite breccias of the Peniron Formation, in a conformable stratigraphical relationship (Fig. 5).  

 

 
Fig. 5.  Geological map of the study area. 

The Halang Formation occupies 75.84% of the total study area, consisting of sandstone, 

claystone, carbonate sandstone, carbonate claystone, and polymixed breccia. The formation is late 

Miocene to early Pliocene epoch. The Peniron Formation consists of breccias with andesite fragments 

from the Pliocene epoch, which occupies the northwest and southeast areas of the study area. 
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 There is a normal left-slip fault in the study area called the Blimbing Fault (Fig. 5). The fault 

plane is striking N6°E and dipping 70o, with a plunge of 5°, a bearing of 11°, and a rake of 32°. The 

general pattern of the shear joint is N118°E/72° and N173°E/74, while the distribution of principal 

stress is 1 = 0°, N318°E, 2 = 70°, N228°E, and 3 = 19°, N48°E. 
 

3.2. Mass Movements 
 

Mass movements in the study area can mostly be classified as landslides. Although most of the 

mass movements in the study area involve weathered soil, in some locations the slopes are composed 

of rock, and they also often have the potential to fail. In this study, seven representative slopes 

comprising soil, coded as LR1, LR2, LR3, LR4, LR5, LR6, LR7 (Fig. 6 to Fig. 9), and one slope 

consisting of rock (LR8), were analysed. The selection of the studied slopes is based on their potential 

threat to settlements and/or public roads if they move. 

 

 
Fig. 6.  Slope 1 (LR 1), left, and Slope 2 (LR 2), right. 

 
Fig. 7.  Slope 3 (LR 3), left, and Slope 4 (LR 4), right. 

 
Fig. 8.   Slope 5 (LR 5), left, and Slope 6 (LR 6), right. 

 

Fig. 9.  Slope 7 (LR 7), and the direction of movement (blue arrow).  
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Soil and rock samples for laboratory testing were also taken from those slopes. The results of soil 

physical properties testing are listed in Table 5.  
Table 5.  

Physical properties of the soil composing Slope 1 (LR1) to Slope 7 (LR7), and the rock of Slope 8 (LR8). 

LR Unit 

Weight 

(kg/m3) 

Dry unit 

Weight 

(kg/m3) 

Specific 

Gravity 

(gr/cm3) 

Water 

Content 

(%) 

Permeability 

(cm/s) 

Atterberg Limit Shear Strength 

LL Pl PI C 

(kN/m2) 
 (o) 

1 1655.8 1113.1 2.43 46.35 5.5x10-5 59 30 29 25 20 
2 1301.5 663.45 2.21 822.04 7.63x10-4 57 48 9 21 25 

3 1552.54 1016.199 2.38 56.68 33.34x10-4 51 34 18 36 21 

4 2906.25 1666.14 2.34 80.47 5.85x10-4 67 44 23 8 49 
5 1637.5 1066.36 2.42 511.64 11.5x10-4 59 31 28 25 34 

6 1531.84 867.27 2.2 72.555 8.75x10-4 79 43 35 11 43 

7 1530.8 856.34 2.49 77.17 3.4x10-4 57 37 20 14 30 

8 UCS of Rock = 7.23 MPa 

 

The results of the soil consistency test in the form of plasticity index (PI) and liquid limit (LL) values 

were then plotted into the Casagrande diagram for determining the soil type (Fig. 10). 

 
Fig. 10.  The plots of liquid limit and plasticity index from LR1 to LR7 are used to determine the soil type.  

It shows that most of the soils are included in MH (high-plastic silt) or OH (high-plastic organic soil), except 

for LR1 and LR5, which belong to CH (high-plastic clay). 

 

After being analysed, the soil samples taken from the representative slopes in the study area were 

classified using USCS and AASTHO classification as listed in Table 6. 

Table 6.  

Soil type (USCS and AASHTO classification) of mass movements in the study area. 

Slope 

(LR) 

USCS AASTHO PI Expansive 

Degree 

Expansive 

Potential 

Clay 

Minerals 

 Symbol Name      

1 CH High-plastic 

clay 

A-7-5 (32) 29 Very Expansive High Smactite 

2 MH High-plastic silt A-5 (13) 9 Not Expansive Low Kaolinite 

3 MH High-plastic silt A-7-5 (19) 18 Rather 

Expansive 

Medium Mica-like 

4 MH High-plastic silt A-7-5 (30) 23 Very Expansive High Smactite 

5 CH High-plastic 

clay 

A-7-5 (32) 28 Very Expansive High Smactite 

6 MH High-plastic silt A-7-5 (44) 35 Very Expansive Very high Smactite 

7 MH High-plastic silt A-7-5 (22) 20 Rather 

Expansive 

High Mica-like 
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The expansive nature of soil depends on the type of clay content in it. By approaching ASTM 

(Chen, 1975; Nelson & Miller, 1991) from the value of the plasticity index (PI), the expansive 

properties of soil can be known (Table 6). Table 6 shows that in all of the representative slopes being 

studied, the types of soil constituents are very expansive, having the potential to expand, and some of 

them contain smactite clay. This is reinforced by the results of petrographic analysis of the Halang 

tuffaceous sandstone unit, which shows the large content of volcanic material, especially plagioclase. 

It is known that when plagiolase undergoes weathering, clay minerals will be formed. On the 7 

representative slopes, the determination of the safety factor was carried out using the simplified bishop 

method (Fig 11). The overall results are described in detail in Table 7. 

 

 
Fig. 11. Model of mass movements and factor of safety determination in the study area. 
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Table 7.  

Description of soil movements potential in the study area. 

Slope 

(LR) 

Location Environment 

and Slope 

condition 

Material Soil properties  Safety Factor, 

Movement 

Type 

1 Jangkrikan 

village, 

387754 mE 

9167300 mN 

Farming area, 

sloping 45o, 

slope length 

29 m,  

Tuffaceous 

sandstone of 

Halang Fm, 

intensively 

weathered, 

wet condition 

CH, high 

plasticity, 

clay, A-7-5 

(32),  

 = 1301,5 

kN/m3 

Expansive 

clay, smactite 

C = 25 

kN/m2;  

 = 20o 

W= 46,35% 

K = 35x 10-

4 cm/s 

Fs = 1.095 

Slump 

(Landslide) 

Slide 

direction 

N335oE  

2 Jangkrikan 

village, main 

road side 

Kutoarjo – 

Bruno 

387049 mE 

9167841 mN 

Settlement 

area, sloping 

45o, slope 

length 29 m, 

Tuffaceous 

sandstone of 

Halang 

Formation, 

intensively 

weathered, 

wet condition 

MH, high 

plasticity, silt, 

A-5 (13),  

 = 1665,8 

kN/m3 

Expansive 

clay, smactite 

C = 21 

kN/m2;  = 

25o 

W= 82,04% 

K = 7.63 x 

10-4 cm/s 

Fs = 1.369 

Slump 

(Landslide) 

Slide 

direction 

N15oE  

3 Kaliwungu 

village, road 

side of 

Ngemplak – 

Krawan, 

382508 mE 

9165122 mN 

Farming area, 

fruit trees, 

sloping 42o, 

slope length 

37 m, 

Tuffaceous 

sandstone of 

Halang Fm, 

intensively 

weathered, 

wet condition 

MH, high 

plasticity, silt, 

A-7-5 (13),  

 = 1552,54 

kN/m3 

Expansive 

clay, smactite 

C = 35 

kN/m2;  = 

21o 

W= 56,68% 

K = 3.34 x 

10-4 cm/s 

Fs = 1.262 

Slump 

(Landslide) 

Slide 

direction N 

110oE 

4 Suati – 

Sruwudadi 

Tengah, road 

side  

384576 mE 

9161165 mN 

Farming area, 

sloping 56o, 

slope length 

22 m, 

Tuffaceous 

sandstone of 

Halang Fm, 

intensively 

weathered, 

wet condition 

MH, high 

plasticity, silt, 

A-7-5 (30), 

  = 2906,25 

kN/m3 

Expansive 

clay, smactite 

C = 8 

kN/m2;  

 = 49o 

W= 46,35% 

K = 35x 10-

4 cm/s 

Fs = 1.128 

Slump 

(Landslide) 

Slide 

direction 

N115oE 

5 Brunosari 

village, main 

road side  

382813 mE 

9162569 mN 

Farming area, 

sengon trees, 

sloping 54o, 

slope length 

16 m, 

Tuffaceous 

sandstone, 

Halang Fm, 

weathered but 

there is rock 

debris, 

moistured 

condition 

CH, high 

plasticity, 

clay, A-7-5 

(32),  

 = 1637,5 

kN/m3 

Expansive 

clay, smactite 

C = 25 

kN/m2;  

 = 34o 

W= 51,64% 

K = 11.5 x 

10-4 cm/s 

Fs = 1.605 

Slump 

(Landslide) 

Slide 

direction 

6 Kaliwungu 

village, road 

side  

382813 mE 

9162569 mN 

Farming area, 

sloping 45o, 

slope length 

29 m, 

Tuffaceous 

sandstone of 

Halang Fm, 

intensively 

weathered, 

wet condition 

MH, high 

plasticity. silt, 

A-7-5 (32),  

= 1665,8 

kN/m3 

Expansive 

clay, smactite 

C = 25 

kN/m2;  = 

20o 

W= 51,64% 

K = 11,5  x 

10-4 cm/s 

Fs = 1.570 

Slump 

(Landslide) 

Slide 

direction 

7 Tegalsari 

village, main 

road side 

Kutoarjo – 

Bruno 

385599 mE 

9163143 mN 

Threatening 

12 houses, 

sloping 37o, 

slope length 

78.3 m, 

Tuffaceous 

sandstone of 

Halang Fm, 

intensively 

weathered, 

wet condition,  

MH, high 

plasticity, silt, 

A-7-5 (22),  

 = 1530,8 

kN/m3 

Expansive 

clay, illite 

C = 14 

kN/m2;  = 

30o 

W= 77.1% 

K = 3.4 x 

10-4 cm/s 

Fs = 0.961 

Slump 

(Landslide) 

Slide 

direction 
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The next example of the slope to be investigated is LR8. It is located beside the road connecting 

Blimbing village and Somoleter village and next to the Blimbing fault geological structure. On this 

slope, mass movement potential is in the direction of N20°E and threatens the road body. 

Administratively, the slope belongs to Somoleterkrajan hamlet, Somoleter village. The UTM 

coordinates are 386564 mE and 9163143 mN. The morphology at this location has a slope of 63°. In 

the unit composed of the Halang tuffaceous sandstone unit, the position of the groundwater table is 

not clearly found, but in the joint set of the rock, there are water drops. It indicates that the rock is 

saturated with water. The land use at this location is shrubs. This type of potential mass movement 

can be categorized as a rockslide. A rock mass rating has been carried out on this slope, and the results 

show that the rocks that make up the slope have a total score equal to 38. It means that the material 

composing the slope can be classified as poor rock. (Table 8). 
Table 8.   

Rock mass rating of slope 8 (LR 8). 

Parameter Assessment  Rating 

Rock Strength 7.231 MPa 2 

RQD 33.50% 8 

Joint Spacing 0.36 m 10 

Joint Condition Opening of 1 – 5 mm 10 

Groundwater Condition Wet and saturated 7 

Total Score / Class 38 / Poor Rock 

 

There are discontinuity planes at this location with the strike and dip of joint set 1 (JS1) N203 

°E/82°, joint set 2 (JS2) N226°E/72°, joint set 3 (JS) N80°E/21°, the slope face is N280°E/63°, and 

the friction angle is 25°. The plot of this data for Markland analysis is shown in Fig. 12. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 12. The stereonet plot of LR 8, showing failure potencies of wedge type through the interception of JS2 

and JS4, and toppling through JS 3. 

The result of the stereonet plot and markland analysis demonstrate that the slope is not safe and 

the type of landslide potential is wedge and toppling failures. As well as the strike of the discontinuity 

plane, which is represented by the joint set of 3 forming an angle of 20° toward the strike of the slope, 

so that it will form a toppling landslide. 
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3.3. Soil Behavior and Characteristics 

In this study, the formation that has the highest potential to be eroded is the Halang Formation, 

which consists of mainly clayey sandstone and claystone. Based on the results of laboratory analysis 

that showed the permeability values are very low, it can be inferred that the speed of water movement 

in the lithology composing the slopes being studied is very slow. This will trigger the existence of 

hydrostatic pressure in terms of pore pressure to weaken the shear strength of the slope 

(Kusumayudha, et al, 2020).  

The soil cohesion (c) values of the investigated slopes range from 8 KN/m2 to 25 KN/m2, and 

the internal friction angle ( ) values extent from 20o to 49o. The types of soil are high plastic clay 

and high plastic silt with slightly expansive potential to very expansive, so that it will cause swelling 

when the water content is high and be able to form cracks if it loses its water content. The permeability 

ranges from 3.410-4 to 5.510-5 and the water content ranges from 46.35% to 80.47%. This shows that 

the speed of water movement in the body of the slopes is very low. With this very slow motion, the 

presence of water in the soil will cause hydrostatic pressure in the pores of the material. In turn, this 

condition will increase the weight force, reduce the cohesion force (c) value, and reduce the friction 

angle ( ) (Fig. 13, Fig. 14, Fig. 15), thereby increasing the potential for mass movements in the area. 

On slopes made up of rocks, such as LR8, the uniaxial compressive strength value of the rock is 

7,231 Mpa, indicating that this rock is very weak (Hoek & Bray 1997). The result of the rock mass 

rating (RMR) on this slope is 38, which is classified as poor rock in class IV. Of course, poor rock 

has a higher potential to fail. Based on the Markland method, the potential failure types are wedge 

and toppling. 

 

 

Fig. 13.  The plots of water content and percent weight increase of the soil sample, showing the correlation of 

water content and weight increase. The higher the water content, the greater the percentage of the soil weight 

increase. 

 

 

Fig. 14.  The plots of water content and cohesion force value of the soil sample, showing the correlation of 

water content and cohesion force (c). The higher the water content, the lower the cohesion force. 
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Fig. 15. The plots of water content and friction angle ( ) value of the soil sample, showing that when the 

water content is higher than 70%, the friction angle will decrease.  

The results of this study demonstrate that the factors influencing soil behavior in the occurrence 

of mass movement are the type of clay mineral (smactite group) and the amount of water content in 

the soil. Thus, the information on soil properties is very important to be understood by stakeholders 

in managing landslide-prone areas. Soil which is very expansive with high water content, low 

cohesion force, and low friction angle value will decrease its shear strength and therefore is 

susceptible to landslides. By knowing the soil behavior and characteristics in the area, the potential 

for mass movements in the area can be detected early, anticipation can be made, and countermeasures 

can be planned in the framework of designing a landslide disaster mitigation model. 

5. CONCLUSIONS 

Based on the results of the study, the following conclusions can be drawn: 

The geomorphology of the research area consists of homoclinic hills, undulating wavy plains, 

and denudated volcanic hills. The lithology of the study area comprises sandstone units of the Halang 

Formation, from the late Miocene, and andesite breccia of the Peniron Formation, from the Pliocene 

epoch, with conformable stratigraphic relationships. There is a normal left slip fault, called the 

Blimbing Fault, striking N6°E and dipping 70o. 

Slope 1 (LR1) and Slope 5 (LR5) are composed of high-plastic clay with very expansive 

properties. Slope 2 (LR2) is a high-plastic silt with non-extensive properties. Slope 3 (LR3), Slope 4 

(LR4), Slope 6 (LR6), and Slope 7 (LR7) are high-plastic silt with slightly expansive to very 

expansive properties. Using the simplified Bishop method, the safety factor of slopes composed of 

soil (LR1 to LR7) is 1.095, 1.369, 1.262, 1.128, 1.605, 1.570, and 0.961, respectively, with slump or 

landslide type of movement. Slope 8 (LR8) has many discontinuities with a joint density of 0.36 m. 

The RMR value is 38, which belongs to rock mass class IV, or poor rock. The potential for movement 

is in the form of wedges and toppling types. 

The effect of soil water content is to increase the load of the slopes by 15%, decreasing the 

cohesion value (c), and reducing the friction angle ( ). The friction angle decreases when the water 

content is more than 70%. The types of soil are high-plastic clay and high-plastic silt with smactite 

mineral, slightly expansive to very expansive. The velocity of water movement on the slope is very 

low, making the slope more conducive for ground or mass movements to occur. 

Factors influencing soil behavior in the occurrence of mass movement are the type of clay 

mineral (smactite group) and the amount of water content in the soil. This study indicates that 

information on soil behavior and characteristics is important to stakeholders for landslide-prone area 

management, especially for anticipating and countermeasure planning in the framework of landslide 

disaster mitigation.  
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ABSTRACT: 

Indonesia is one of the countries with the largest area of tropical peatlands in the world. These wide 

peatlands have a vital role in the carbon cycle and carbon storage in huge quantities, thus strict 

conservation in the area is necessary. One effort to carry out conservation is to understand the spatial 

distribution of carbon stock in peatlands. This study aims to map the spatial distribution of carbon stock 

based on peat thickness modeling using machine learning algorithms, i.e., Random Forest (RF), 

Quantile Regression Forests (QRF), and Cubist. A case study was conducted in a part of Lake Sentarum 

National Park, Indonesia where human interference is still limited. Digital elevation model (DEM) and 

synthetic aperture radar (SAR) data were included as the input variables. The results showed that RF 

performed the best among other models to estimate peat thickness (mean = 1.877 m) with an RMSE 

(root mean square error) of 0.483 m and an R2 of 0.786. DEMs are the most important parameters in 

our analysis compared to SAR data. Based on the best model, we estimated the total volume of 

5,112,687 m3 in the study area, produced at 12.5 m resolution, which was then converted to a total of 

carbon stock at 0.337 ± 0.106 Mt carbon. 
 

Key-words: Peat thickness, Carbon stock, Machine learning, Remote Sensing, Tropical peatland. 

1. INTRODUCTION 

The role of tropical peatlands is vital in the global carbon cycle considering their immense 

carbon-rich ecosystems (Dargie et al., 2017; Page et al., 2011). Ninety percent (404.5 Mha) of 

peatlands worldwide are located in boreal and temperate zones (Yu et al., 2010), however, the carbon 

content of tropical peatlands is greater than high latitude peatlands (Bourgeau-Chavez et al., 2018). 

Thus, tropical peatlands could store up to 104.7 GtC from their limited coverage (90-170 Mha) 

(Ribeiro et al., 2021). Nearly half of tropical peatlands are situated in South-East Asia (43%; 24.8 

Mha) (Dargie et al., 2017; Page et al., 2011). Tropical peatlands are widely distributed in three major 

Indonesian islands including Sumatra, Kalimantan, and Papua, with a total area of 13.43 Mha (Anda 

et al., 2021). This area undoubtedly provides carbon storage in a huge quantity (Mitra et al., 2005), 

while on the other hand, it has a large potential as a carbon emission source due to the conversion to 

agricultural and plantation purposes (Umarhadi et al., 2021).  
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Tropical peat formation is mainly resulted from the accumulation of decomposed rainforest plant 

debris (branches, leaves, roots, and trunks) for million years (Rieley & Page, 2016), leading to the 

abundance of carbon content and thus considered as organic soils. The development of peatlands in 

South-East Asia started in the Pleistocene era (26,000 yr BP) for the inland peatlands (Page et al., 

2004), followed by the formation in the coastal and sub-coastal area in the Holocene period (5,000-

6,000 yr BP) (Supardi et al., 1993). The accumulation process continues to form a dome where is 

bordered by the sea, rivers, and/or in the depression area enclosed by levees (Melling, 2016). The 

mound of peat dome is indistinct in a gradient of about 1 m km-1 on the surface with higher elevation 

toward the center of the dome (Anderson, 1964). This indicates the thickness of peat is related to the 

higher accumulation, hence it stores a larger amount of carbon. 

Considering the importance of peatlands, mapping the distribution of peat thickness and soil 

carbon stock is a part of efforts to mitigate disasters and climate change, especially in reducing carbon 

emissions. Moreover, the governance on peatlands is based on peat thickness whether it can be used 

for cultivation or should be fully conserved, with a threshold of 3 m thickness in Indonesia (Dohong 

et al., 2018). The most common method to spatially predict peat thickness is geostatistics by 

interpolating the thickness or depth data collected in the field (Altdorff et al., 2016; Jaenicke et al., 

2008; Keaney et al., 2013; Silvestri et al., 2019), however, the density and distribution of samples 

highly influence the results. Spatial modeling has been utilized taking the high correlation between 

peat thickness and surface elevation using empirical methods such as linear regression (Holden & 

Connolly, 2011), yet it is challenging to accommodate the elevation variability of the underlying 

mineral substrate (Silvestri et al., 2019). The use of multivariate data coupled with machine learning 

methods can achieve an accurate peat thickness estimation and allow the evaluation of variables' 

importance in the modeling (Rudiyanto et al., 2018). 

Previous research explored the prediction of peat thickness using 14 machine learning models 

based on environmental variables including elevation, terrain parameters, and distance from rivers 

and/or sea, as well as radar and optical satellite imageries in Bengkalis Island, where vast peat 

degradation peatland has occurred (Rudiyanto et al., 2018). The variables used considered the factors 

contributing to the development of soils that consist of peat properties, organisms including human 

activities, relief, and geographical position (McBratney et al., 2003; Rudiyanto et al., 2018). Our study 

demonstrated peat thickness estimation in undisturbed peat swamp forest in Lake Sentarum National 

Park, Borneo Island. We adopted the previous study by exploring multi variables and evaluating 

machine learning methods (i.e., Random Forest, Quantile Regression Forest, and Cubist) to produce 

high-resolution peat thickness (12.5 m). Moreover, spatial information of carbon stock was derived 

based on peat thickness, bulk density, and carbon content. 

2. STUDY AREA 

Lake Sentarum National Park (LSNP) is a national park in the middle of Borneo Island, 

Indonesia, located in the floodplain of Kapuas River upstream. Peat swamp forest covers 16% of the 

national park and is considered one of the oldest Indonesian peat swamps alongside Putussibau 

peatlands (> 30000 yr BP) (Anshari et al., 2001; Giesen & Anshari, 2018; Ruwaimana et al., 2020). 

The study was conducted in the Kerinung Forest (3,627.93 ha; 0°43'48"–0°49'4.49"N and 112°1'24"–

112°21'54"E) of LSNP, just about 100 km northward from Equator line. This work focused on the 

smaller area in Kerinung Forest with a total area of 272.3 ha (0°45'21"N and 112°1'49"E) as shown 

in Fig. 1. 

As a basin, the water sources to LSNP flow from hills and plateaus in the surroundings. 

Temperatures range from 25°C–44°C with rainfall between 3000-5000 mm. Soil types in the LSNP 

are generally divided into two large groups, namely sediments and organosols on land and sand and 

clay in hilly areas (Giesen, 1987). The level of peat maturity in Kerinung Forest consists of various 

levels including fibric, hemic, and sapric. 
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Fig. 1. Study area located in Kerinung Forest inside Lake Sentarum National Park, Indonesia.  

Planet© imagery is used for the visualization. 

3. MATERIALS AND METHODS 

3.1. Field Data 

Peat thickness data in the field were collected using peat soil drilling tools on 7–17 September 

2019. Samples were determined by a transect method with a gap of 200 m between each plot. A total 

of 36 sites were plotted and the measurement was conducted 4–9 times in the center of the plot and 

surroundings to cover 236 samples in total. The number of repetitions is based on consideration of 

the thickness of the peat and the time taken for sampling. The deeper the peat thickness, the less the 

sampling repetition. A handheld Garmin GPSMAP 64s receiver was used to obtain the coordinates 

for each sample point by a single point positioning. GPSMAP 64s receives locations obtained from 

GPS and GLONASS at high sensitivity with a quad-helix antenna (https://www.garmin.com/en-

US/p/140022). The device can provide a horizontal accuracy of up to 3 m (Hil, 2020). 

 

3.2. Spatial data  

We refer to Rudiyanto et al., 2018 for parameter selection used in peat thickness modeling. This 

study used the parameter of elevation and synthetic aperture radar (SAR) images as both data 

contributed the highest in the estimation (Rudiyanto et al., 2018). 

3.2.1. Elevation data 

Digital elevation model (DEM) is one of the crucial parameters in modeling the thickness of peat 

(Rudiyanto et al., 2018) because the surface of the elevation model can determine the location where 

the peat dome is known (Jaenicke et al., 2008). The thickness can be generally figured out from the 

shape of the peat dome, showing that the closer to the peat dome, the deeper the thickness is. We used 

DEMs retrieved from two sources, i.e., Indonesian National DEM (DEMNAS) and ALOS DEM. 

DEMNAS is a high resolution (8.25 m) national elevation dataset compiled from TERRASAR-X (5 

m), Airborne Interferometric Synthetic Aperture Radar (IFSAR; 5 m), and ALOS PALSAR (11.25 

m), added with stereo-plotting data (Geospatial Information Agency, 2018). In the study area, IFSAR 

acquired in 2005 was used as the source of DEMNAS. ALOS PALSAR (Advanced Land Observing 

Satellite-Phased Array-Type L-Band Synthetic Aperture Radar) Radiometrically Terrain Corrected 

(RTC) DEM was also used that has a spatial resolution of 12.5 m.  
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3.2.3. Synthetic aperture radar data 

Synthetic aperture radar (SAR) images used in this study consist of two different sensors, i.e., 

Sentinel-1 and ALOS PALSAR, representing C and L-band, respectively. Sentinel-1 works at a 

frequency of 5.405 GHz (wavelength = 5.6 cm), capturing the same location on Earth’s surface 

frequently every 6 days, thanks to its satellite constellation: Sentinel-1A and Sentinel-1B. The images 

were obtained from the Alaska Satellite Facility (ASF) Distributed Active Archive Center (DAAC) 

services and Google Earth Engine (GEE) cloud computing platform acquired in 2019. The images 

fetched from ASF DAAC were at Radiometric Calibration of S-1 Level-1, while images from GEE 

were provided at terrain correction level. ALOS PALSAR has a longer wavelength (24 cm; frequency 

= 1.27 GHz) than Sentinel-1. The image is freely available downloaded from ASF DAAC with an 

acquisition time in 2011. Both Sentinel-1 and ALOS PALSAR respectively provide dual-polarization 

(VV-VH and HH-HV) with a slight difference of spatial resolution (10 and 12.5 m). Supplementing 

the individual polarization, some image transformations were also included, i.e., ratio, mean, and 

difference (Table 1). The total spatial data inputs used for the modeling are 13 image layers. 

Table 1.  

Equations of image transformations used for Sentinel-1 and ALOS PALSAR. 

Image transformation Sentinel-1 ALOS PALSAR 

Ratio VV/VH HH/HV 

Mean (VV + VH) / 2 (HH + HV) / 2 

Difference VV-VH HH-HV 

 

3.3. Peat thickness modeling   

The methods used to obtain a peat thickness model are divided into several machine learning 

regressions. These algorithms include Random Forest (RF) (Breiman, 2001), Quantile Regression 

Forests (QRF) (Meinshausen, 2006), and Cubist (Kuhn et al., 2021) – all of them is non-parametric 

regression methods. Non-parametric regression is getting more prominent to describe geographical 

phenomena using Earth observation data and it has the capability to deal with non-linear complexity, 

however, it may allow overfitting the training dataset (Houborg & McCabe, 2018; Verrelst et al., 

2015). RF is a tree-based ensemble learning method that the results are generated from the 

aggregations of numerous classifiers (Liaw & Wiener, 2002). Many bootstrap samples are firstly 

drawn from the given training dataset, then a tree is evolved by the bootstrap sample with 

modifications: at each node, randomly sample mtry (number of random variables in each tree) of the 

predictors and choose the best split from among those variables (Liaw & Wiener, 2002). QRF is the 

generalization of the random forest by modeling the conditional quantiles of an outcome of interest 

as a function of covariates without an assumption of normal distribution (Meinshausen, 2006; Wei et 

al., 2019).  

Cubist is a rule-based regression based on the Model Tree approach according to the works by 

(Quinlan, 1992) and (Quinlan, 1993). The tree grows where the endpoint leaf contains a linear 

regression model (Kuhn et al., 2021; Zhou et al., 2019). Then a series of “if-after-after” rules are 

created, where the rule has an associated multivariate linear model, afterwards, the value is predicted 

from the corresponding model after the set of covariates satisfies the conditions of the rule (Zhou et 

al., 2019). 

The performance of the three machine learning methods has been tested and achieved 

considerable accuracy to map tropical peat thickness (Rudiyanto et al., 2018). Field data of peat 

thickness were used as the reference which was then split into training (80%) and test samples (20%). 

Training data were used for peat depth modeling, while test data were to test the performance of the 

model developed from training data. The performance of modeling was evaluated using 10-fold cross-

validation. 
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All processing was conducted using RStudio with Caret Package that provides numerous machine 

learning methods including those used in this study, i.e., RF, QRF, and Cubist. Variable importance 

was also calculated describing the calculation of the relationship between the predictor and outcome 

by individually permuting individual predictor and assessing the effect when the corresponding 

predictor is negated (Kuhn & Johnson, 2013). The importance score is relative, where the first (most 

important) variable is scaled to have a maximum value of 100 and the others range between 0 and 

100. The score approaching 100 indicates the closeness to the first variable, and vice versa. Peat 

thickness models were evaluated using K-Fold Cross Validation to measure the coefficient of 

determination (R²) and root mean square error (RMSE) values in order to find the best model. 

                               

3.4. Carbon stock calculation 

To generate the spatial distribution of carbon stock, it is necessary to derive a map model of peat 

thickness with the best model result. The value of carbon stock is calculated based on the algorithm 

as follows: 

Cstock = Cv x V     (1) 

where Cstock denotes carbon stock (Mg), Cv denotes carbon density (Mg m-3), and V denotes volume 

(m3).  

Volume is a multiplication thickness (m) and between area (m2), where the area is calculated 

based on the pixel size of raster data (12.5 x 12.5 m). Thickness is obtained from the best model based 

on the accuracy comparison of the results of machine learning algorithms. Carbon density used in this 

study refers to a field measurement by Warren et al., (2012) conducted in 4 sites of LSNP. The carbon 

density is 0.0659 ± 0.0208 Mg m-3, resulted from the multiplication between carbon content (50.7 ± 

2.2 %) and bulk density (0.131 ± 0.043 Mg m-3) (Warren et al., 2012).  

4. RESULTS AND DISCUSSION 

4.1. Peat thickness models 

A total of 13 variables for the inputs of machine learning algorithms are presented in Fig. 2. In 

general, the inputs consist of elevation (2 variables), backscatter values (6 variables), and SAR image 

transformation (5 variables). Field data of peat thickness were used for reference in the learning 

process. The total of field samples is 237, i.e., 190 samples (80%) for modeling and 47 samples (20%) 

for testing. The input variables and training sample for references were processed using three machine 

learning regressions: RF, QRF, and Cubist, and evaluated using 10-fold cross-validation. 

The results of peat thickness modeling are shown in Fig. 3. Visually, three models have similar 

spatial distribution, showing the thicker peatlands in the middle and south of the study area, while 

lower thickness towards the edge of the dome. However, some thicker peats were found between 

thinner peats, showing that the thickness is not always gradual following the relative position to the 

edge. For more detail, Cubist model showed the patchy areas for high thickness. As shown in Fig. 4, 

high thickness values are observed in Cubist model, showing the potential of overestimation. Overall, 

the mean values of RF and Cubist models are similar, i.e., 1.877 and 1.816 m, respectively. The mean 

value of QRF model is lower (1.640 m), indicating the underestimated values.  

The accuracy of the models was assessed using coefficient of determination (R2) and RMSE 

(Table 2). The RMSE value is related to the corresponding R2 of each model. RF outperformed the 

other two algorithms with an RMSE of 0.483 m and R2 of 0.786, followed by QRF model (RMSE = 

0.544 m; R2 = 0.729). The accuracy of Cubist is significantly lower than the other two models with 

an RMSE of 0.756 m (R2 = 0.514). As likely other tree model approaches, overfitting problems may 

occur in Cubist model as well (Noi et al., 2017), despite several studies also reporting its 

outperformance compared to other methods (Dias et al., 2021; Houborg & McCabe, 2018; Zhou et 

al., 2019). 
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Fig. 2. Parameters used in peat thickness modeling. 
 

Based on RMSE values, all of our models achieved an overall error of less than 0.6 m. This 

accuracy is much higher than the previous study with a range of RMSE between 1.8 to 2.8 m 

(Rudiyanto et al., 2016). It is mainly due to the undisturbed peatlands in our study area, compared to 

highly degraded peatlands in a previous study in Bengkalis Island (Rudiyanto et al., 2016). The 

variability was less complex than degraded peatlands, where anthropogenic variables such as land 

cover need to be considered in the modeling. Therefore, our methods can be adapted to cover a larger 

area in undegraded tropical peatlands. 

The mean peat thickness value based on the RF model (mean = 1.877 m) is far below the average 

peat thickness mapped by Ruwaimana et al., (2020) at 5.16 ± 2.66 m in Upper Kapuas Basin, where 

includes LSNP area. The high discrepancy is mainly due to the small area chosen for this study that 

does not cover a whole peat dome. The thicker peat is possibly located in the middle of the dome that 

is not mapped in this study. Spatial information of peat thickness is crucial to be the evidence to 

determine whether the peatlands can be used for cultivation or should be protected. According to the 

Ministerial Regulation No. 14 of 2017 concerning Inventory and Determination of the Function of 

Peat, peatlands with thickness less than 3 m are allowed for development, whereas conservation 

should be implemented for above 3 m thick peatlands. 



52 

 

 
 

Fig. 3. Peat thickness modeled by (a) Random Forest, (b) Quantile Regression Forests, and (c) Cubist. 

 

 
Fig. 4. Boxplots showing the distribution of thickness estimates based on machine learning models. 

 
                                                                                                                                                                    Table 2.  

Root mean square error (in meter) and coefficient of determination values of peat thickness models. 

Methods Root mean square error 

(RMSE) 

Coefficient of determination 

(R2) 

Random Forest 0.483 0.786 

Quantile Regression Forests 0.544 0.729 

Cubist 0.756 0.514 

 

Based on our results, 79.18% of the areas have a thickness of less than 3 m. However, it could 

not be generalized for the entire LSNP, since we only took a small area for the case study. Moreover, 

LSNP is a national park that was regulated to be a protected area, hence any land conversion is 

restricted regardless of the peat thickness. 

4.2. Variable importance for peat thickness modeling 

The importance level of variables used in modeling can be seen in Fig. 5. The variable of 

DEMNAS is highest among the others in all models (RF, QRF, and Cubist), followed by ALOS DEM. 

DEMNAS dominated the most in RF model, where the importance values of other variables are less 

than 10. In QRF model, ALOS DEM still contributed high in the modeling that exhibits the 

importance value of 50. The more distributed importance is shown by Cubist modeling. Despite 

DEMNAS and ALOS DEM representing surface elevation (Julzarika & Harintaka, 2019), both still 

achieved the highest importance. The differences of both DEM data are the sources and spatial 
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resolution. ALOS DEM is the up-sampled data from 1 arc-second (30 m) Shuttle Radar Topography 

Mission (SRTM) DEM acquired in 2000 (Alaska Satellite Facility, 2019). The IFSAR data used for 

generating DEMNAS has a higher spatial resolution, i.e., 5 m which was then resampled to 8.25 m to 

seamlessly produce a national DEM, with a more recent acquisition date in 2005. Therefore, 

DEMNAS could attain a higher score of variable importance than ALOS DEM. 

The superior importance of DEM follows research conducted by Rudiyanto et al., (2018) that 

elevation is one of the important parameters in modeling peat thickness. Visually, a positive 

relationship was also observed that the higher the height, the thicker the peat. The general 

characteristic of peatlands in South-East Asia is a convex-dome shape, describing the higher elevation 

towards the center of the dome (Takada et al., 2016). Since peatlands were formed in the depression 

area, peats could be concentrated in the center and a biconvex form was shaped. However, further 

investigation should be conducted since the mounds of underlaying mineral soils may vary while the 

elevation of peat domes is smoother (Nasrul et al., 2020). 

 

 
Fig. 5. Variable importance in (a) Random Forest, (b) Quantile Regression Forests, and (c) Cubist models. 

 

The backscatter value of the radar image is less influential in modeling the thickness of the peat 

because the radar images (C- and L-band for Sentinel-1 and ALOS PALSAR, respectively) are unable 

to penetrate the vegetation coverage on the peatland. Overall, although working at C-band, the 

importance values of Sentinel-1 are higher than ALOS PALSAR, even the ratio calculation of ALOS 

data has zero importance in all models. For instance, P-band SAR data could penetrate deeper to the 

forest floor, yet the P-band satellite is currently under development (Meyer, 2019). BIOMASS 

mission carrying P-band (Quegan et al., 2019) and NISAR with S- and L-band (Rosen & Kumar, 

2021) that will be launched in upcoming years should be considered for future studies in peat 

thickness modeling. 
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4.3. Estimating spatial distribution of below-ground carbon stock 

Carbon stock was calculated using Equation 1 with the input of the best peat thickness model 

derived from RF regression. Fig. 6 illustrates the estimated below-ground carbon stock derived from 

the best model (Random Forest) of peat thickness (Fig. 6a), presented with the standard deviation 

map (Fig. 6b) and the boxplot showing the data distribution (Fig. 6c). Visually, the spatial distribution 

of carbon stock is the same as the peat thickness with different values as illustrated in Fig. 6a. The 

total volume of peat in the study area is 5,112,687 m3 considering the pixel size of 12.5 m. The 

standard deviation of the carbon stock estimate was also quantified to show the uncertainty and 

variability (Fig. 6b). A total of 0.337 ± 0.106 Mt below ground carbon was predicted in the study 

area. Calculated based on the total area (272.33 ha), carbon concentration reached 1237.2 ± 390.5 Mg 

ha-1. This value is half the best estimate of peat carbon concentration in the country at 2772 Mg ha-1 

(Page et al., 2011), mainly because of the low depth peat of the chosen study area. The whole Upper 

Kapuas Basin was estimated to store 2790 ± 1440 Mg of carbon in every hectare (Ruwaimana et al., 

2020). This motivates future studies to apply a similar method to upscale the area covering at least 

one peat dome. 

 

 
Fig. 6. (a) Estimated carbon stock, (b) its standard deviation based on peat thickness model, and (c) a 

boxplot presenting the data distribution. 

5. CONCLUSION 

We demonstrated machine learning methods for peat thickness mapping using elevation data and 

synthetic aperture radar (SAR) satellite imageries. Random Forest (RF) regression outperformed the 

results of Quantile Random Forests (QRF) and Cubist methods based on accuracy assessment with 

an RMSE of 0.483 m and an R2 of 0.786. Among 13 variables, two elevation data (i.e., DEMNAS 

and ALOS DEM) are the most important features to model peat thickness. The longer wavelength of 

SAR data (e.g., P-band) should be explored to see the significance compared to C- and L-band data 

that did not show considerable contributions to the modeling. Based on the best method (RF 

regression), our results showed the mean peat thickness is 1.877 m with a total peat volume at 

5,112,687 m3. We estimated a total carbon of 0.337 ± 0.106 Mt in the study area with a carbon 

concentration of 1237.2 ± 390.5 Mg ha-1. The low carbon centration per area is due to the low peat 

depth in the selected study area that does not cover the whole peat dome. 
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ABSTRACT: 

Oil spill is a crucial issue for marine ecosystems, it is necessary to develop such a comprehensive and 

accurate oil spill detection and mitigation plan for counter measure. Balongan coastal water, Java Sea 

is an oil loading, unloading and refinery station. The study aims to determine the wide extent area, 

volume and monsoonal trajectory and volume of the oil spill in Balongan coastal water. The new 

paradigm of this study is the integration of 58 sets of Sentinel-1A SAR data analysis had resulted to 11 

data sets confirmed with oil spill events. Then used as spatial reference, date, tide data and 

classification of oil spill to develop numeric trajectory modell using hydrodynamic GNOME software. 

The numerical trajectory modell for oil spill was running up from day-0 to 10 days or 240 hours period. 

Sea surface current during transition-1 April to May 2019 range 0.038-0.045 m.s-1, wind speed range 

2.53-3.28 m.s-1. Sea surface current during the east monsoon of September 2019 0.191 m.s-1, wind 

speed 4.33 m.s-1. Sea surface current during transition-2 October to November 2019 range 0.139-0.214 

m.s-1, wind speed range 3.16-4.33 m.s-1. Sea surface current during the west monsoon of December 

2019 to February 2020 in the range of 0.251-0.369 m.s-1, wind speed range 2.59-4.42 m.s-1. Sea surface 

current and wind direction in Balongan coastal water Java Sea is predominantly to the northwest 

direction during the transition-1 April to May 2019 and east season September 2019. Wind and sea 

surface current during the transition-2 of October to November 2019 and December 2019 – February 

2020 is predominantly to the southeast direction. Period of transition-1 April to May 2019 wide of oil 

spill range 42.80-113.40 km2 and volume range 29.95-79.38 barrel of light crude oil. During the east 

monsoon of September 2019 is the lowest oil spill with wide area of 23.25 km2 and smallest oil spill 

volume of 11.62 barrel of diesel oil. During transition-2 period October to November 2019 wide area 

range 65.54-78.66 km2 volume range 39.07-45.88 barrel of diesel oil and light crude oil. During the 

west monsoon December 2-19 to February 2020 wide area range 27.08-107.90 km2 volume range 

13.54-82.37 km2 of medium crude oil, light crude oil and diesel oil. Oil spill after 5 days or 120 hours 

trajectory modell, wide area range of 12.10-57.07 km2, and most events during the transition-1 and the 

east monsoon were dispersing out after 10 days or 240 hours. Oil spill trajectory modell after 10 days 

or 240 hours period wide area range 19.98-144.85 km2 happened during the transition-2 November to 

December 2019. Evaporation rate during 10 days trajectory modell is in the range of 21.5-56.9 % after 

120 hours.  
 

Key-words: Sentinel-1A, SAR, Hydrodynamic, Oil spill, Spatial, Temporal, Trajectory  

1. INTRODUCTION 

 Oil spill is a mixture of oil, hydrocarbon and drilling cuts such as 'oil-based mud' and seawater. 

Which can harm to the coastal ecosystems, also both direct and indirect economic losses and long-

term adverse effects of the above element  interactions (Liu et al., 2015).  
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Oil spill can cause adverse impacts and damage to mangroves, marine invertebrates, seabirds, 

marine mammals, as well as the composition of microbial communities. Socio-economic impacts can 

also be evaluated because they disrupt the water quality for aquaculture and coastal tourism. Public 

health can also be threatened because of the possible impact into the human food chain (Zhang et al., 

2019; Kingston 2022). The existing oil spill trajectory simulation is using 2D-hydrodynamic 

modelling using the General NOAA Operational Modeling Environment (GNOME) considering that 

the model has its high predictive accuracy. The modelling is based on Lagrangian discrete elements 

which allow the simulation of oil spill behavior (spots) during the breakdown process which includes 

dispersion, evaporation, dispersion, and advection (Balogun et al., 2021). Qiao et al. (2019) examined 

the three-dimensional oil spill modeling to simulate and project the short- and long-term trajectories 

of oil slicks and oil-contaminated water leaking from debris in the Ryukyu Island Chain, Tsushima 

Strait, on the southern and eastern coasts of Japan. This research used the data of seawater 

temperature, ocean currents, wind and surface waves using the Lagrangian method which has been 

successfully applied to produce oil spill trajectory models. Various previous study with the use of 2D-

hydrodynamics using GNOME conducted by Heidaria et al., (2019), Naz et al., (2021) and Balogun 

et al., (2021). In conducting the hydrodynamic modelling using GNOME simulation to determine the 

trajectory of oil spills and effect of seasonal wind direction in the form of wind rose.  

The previous 2D-hydrodynamic modelling study more focused on the trajectory of oil spills, but 

not yet to the volume of oil spills. To fill in the gaps of the previous research, this study will implement 

an integrated approach to the use of SAR radar data and hydrodynamic modeling and ultimately the 

volume of the oil spill. Synthetic Aperture Radar (SAR) satellite is a versatile sensor that can be 

operated in any weather and time of day or night (Fletcher, 2012; Josaphat and Nobuyoshi, 2016; 

Rajendran et.al,2021). SAR data is commonly used to monitor oil spills at sea where the microwave 

beam is emitted by the sensor and the received signal is reflected into the backscatter object features 

(Fan et al., 2015). In this case, the best method is using the digital number or spectral signature by 

means of the threshold spectral value analysis to detect the dark object as the oil spill, and spatial-

temporal analysis approach (Cantona et.al., 2019; Chaturvedi et.al., 2020; Fan et.al., 2015; Li et.al., 

2019). Balongan coastal water, Indramayu Regency Java Sea is extensively used for oil refinery, and 

distribution processed crude oil activities and gas companies. Crude oil supply activities to the 

Balongan refinery generally use oil tankers originating from Riau province, Sumatera. The oil tankers 

or carrier ships are moored at the mooring facilities, namely Single Point Mooring (SPM) with the 

Jetty Cargo facility. Through SPM, crude oil carried by transport ships is unloaded and transported to 

the Balongan oil refinery. This makes Balongan coastal water becomes a highly oil spill risk coastal 

water (Sinurat et al., 2016). A comprehensive study is needed to determine the distribution of the oil 

spill trajectory to determine further policies in dealing with especially to estimate how and where the 

oil can spread (Heidaria et al., 2019). The analysis represents the observed natural phenomena in the 

spatial and temporal dimensions where the data considered the spatial dependencies between the 

observed areas and its correlation of one or several time periods image data.  

The new paradigm in study is aimed to apply integration of processed Sentinel-1A SAR to 

determine the initial, actual and wide area of the oil spill and 10 days trajectory modelling or spatial 

distribution pattern after the initial oil spills and ultimately analysis the volume of oil spills using 

GNOME method for four monsoons period namely transition-1 (March-April-May), the east 

monsoon (June-July-August, September), transition-2 (October-November) and west monsoon 

(December-January-February). The result of study can provide comprehensive data and information 

on oil spills to the oil companies and operators, environmentalists, and researchers in carrying out 

mitigation efforts and handling strategies. The spatial numerical model in this study can be adapted 

and implemented in other areas where oil spills frequently occur.  

2. STUDY AREA  

The study area is located in Balongan coastal water, Indramayu Regency Java sea, with 

coordinates of 6°14'2.72" - 6°28'50.96" South Latitude and 108°20'38.84" - 108°35'40.24" East 

Longitude (Fig. 1). The field study was conducted for one year from April 2019 to April 2020. 
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Fig. 1. Map of the study area and bathymetry. 

 

3. DATA AND METHODS 

3.1. Data 

3.1.1. Wind and Current Data 

The horizontal wind direction and wind speed data was obtained from the European Centre for 

Medium Range Weather Forecasts (ECMWF-https://www.ecmwf.int) and represent for 12-months 

period, starting from April 2019 – March 2020.  The obtained wind data was then processed into the 

components of wind speed of u-component and v-component. After obtaining the direction and total 

wind speed, the data was displayed in the form of wind rose using WRPlot software. Data of sea 

surface current was collected from the Hybrid-Coordinate Ocean Model (HYCOM - 

https:www.hycom.org) for one year period. The initial current data was firstly arranged using 

Microsoft Excel software by selecting the data collection time, coordinates, depth, u-component and 

v-component. The work was continued using GIS data processing application for the interpretation 

of the vector direction and velocity of the sea surface current. To produce the total current speed or 

velocity and  direction, the u and v data were compilled and grouped using Ms. Excel. The processed 

wind data was then used as input data in the modelling of sea surface current speed and direction, and 

ultimately used for the oil spills hydrodynamic modell using GNOME software to produce the oil 

spill trajectory modell. 

3.1.2. Oil Properties 

Oil properties served was used as input for the model for the distribution of oil spills (Table 1). 

The data was in the form of oil, which was distributed through SPM (Single Point Mooring) and 

Loading Jetties of the state owned PT. Pertamina RU VI Balongan oil refinery. The data on oil loading 

and unloading activities at Balongan coastal water is used to build the spatial model and assist in 

analysing the results of oil spill detection. This data was obtained from the oil and gas loading and  

unloading schedule from PT. Pertamina RU VI Balongan. The data of ship coordinates, ship loading 

capacity and ship sailing time were used in analysing the type and source of the oil spill. 
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                                                                        Table 1. 

                  Oil Properties (Sun et al. 2016; Yu. et al., 2018) 

Oil Properties Diesel Light 

Crude Oil  

Medium    

 Crude Oil 

API gravity (deg) 44 31 26 

Molecular average weight 194 199 262 

Saturation (±1 wt %) 84 71 52 

Aromatic (±1 wt %) 12 15 27 

Resins (±1 wt %) 4 14 21 

n-C7 Asphaltene stability - stable stable 

Wax Appearance 

Temperature (±1 °C) 

18 27 25 

Wax content (wt %) - 3.1 2.1 

SARA analysis at 65 °C. 

 

3.2. Oil Spill Spatial Distribution 

 

Sentinel-1A SAR  is a dual-polarization image data with specifications VV (vertical transmit 

and vertical receive) and VH (vertical transmit and horizontal receive) Level-1 Ground Range 

Detected (GRD) obtained from Copernicus Open Access Hub (https://scihub.copernicus.eu/). This 

data represent the period of April 2019 to March 2020, was processed using the SNAP 6.0 application 

with image correction stages which included geometric, radiometric, and speckle filtering (noise 

correction). Oil spill detection was carried out using the adaptive threshold method. This method 

processed dark objects, which are an indication of an oil spill, using the Oil Spill Detection Tool, 

which is part of the Ocean Application in the SNAP application (Li, 2019). The spatial Sentinel-1A 

SAR image data was first geometrically corrected to the World Geodetic System, namely WGS 1984 

(Hartoko et.al, 2016; Hartoko et.al, 2019; Fitriyanto et al., 2019). The process of detecting dark 

objects, which is an indication of an oil spill, used the adaptive threshold method on the Oil Spill 

Detection tool. If the maximum intensity value is below the average plus a predetermined standard 

deviation, it can be used to set an adaptive threshold. This limit is used to avoid oil spill detection 

errors (false negative). After the value was analysed, it would be tested using a quartic function and 

a negative exponential function as in the equation 1 and 2 below:  

Y = -6.3401 × 106X4 + 0.00073027X3 – 0.029919X2 + 0.50015X– 2.6381                             (1) 

Y = 7.4199 e-0.18212X                                                                                       (2) 

where X is the value of the original pixel  

          Y is the value of the dark pixel value representing for the oil spill object. 

The use of these functions would result several referred areas that were originally suspected of 

being an oil spill zone but are actually negative because these areas are not included in the threshold 

criteria (Mera et al., 2012; Cantorna, 2019; Chaturvedi et.al, 2020). 

3.3. Oil Spill Volume 

 

The detection of an oil spill that has been carried out in an interpretation of the dark spot 

spectrally detected as an oil spill area from the Sentinel-1A SAR data. The data interpretation stage 

was carried out over a period of 12 months, which was in April 2019 - March 2020. The image was 

processed using the SNAP application and then it produced a map of the oil spill for each month. 

Total of 11 image detected with oil spill were obtained from total of 58 processed images. These 

results represents for the temporal and spatial of oil spill in area of Balongan coastal water. The 

classification of oil types was determined based on the plot profile value of each pixel in the image. 

By integrating it with the loading and unloading schedule of ships at Balongan coastal water, the type 

of oil spill could be determined from PT PERTAMINA Balongan. This thickness value would imply 

to the classification the oil spill as in Table 2. Using the oil type and thickness and the wide extent of 

https://scihub.copernicus.eu/
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the oil spill could  determine the total volume of oil spill. Each image detected with oil spill through 

Sentinel image processing integrated with classification of oil spill. The volume data was important 

because it was needed as input data in hydrodynamic modelling of oil spill trajectory. 

                                                                                 Table 2. 

                   Classification of oil spill thickness according to Sun et al. (2016). 

Plot Value (dB) Thickness (μm) Oil Type 

-15 – (-20) ≤ 50 Diesel 

-20 – (-25) 50-200 Light Crude Oil 

-25 – (-30) 200-1000 Medium Crude Oil 

 

3.4. Oil Spill Trajectory Using Hydrodinamic Numerical Model 
 

Oil spill numeric spatial modelling was generally built using the GNOME application with the 

TxBLEND hydrodynamic model. This model uses the sea surface current data from the Hybrid-

Coordinate Ocean Model (HYCOM) and wind data from the European Centre for Medium Range 

Weather Forecasts (ECMWF). The process was continued with the oil spill modelling by entering the 

oil properties and oil spill volume obtained from the spatial model image analysis for the period April 

2019 to March 2020 that had been carried out previously. Sea surface current and oil spill model 

simulations were carried out for 48 hours (2 days), 96 hours (4 days), 144 hours (6 days), 192 hours 

(8 days) and 240 hours (10 days). Sea surface current modelling produced the u-velocity and v-

velocity. The model is a representation of state, object, and event of the oil spill. The representation 

must be realized in a simple form, by eliminating or minimizing complex variables that are not directly 

related to the model (Susanti et al., 2019).  

Processing the TxBLEND model in GNOME applied the continuity equation, momentum 

equation and diffusion equation to solve water transport and circulation paterns. The following  

equations were used to built the spatial numerical model on the trajectory of oil spills in the seawater:  
 

∂2𝜉

∂𝑡2 + 𝐺
∂𝜉

∂𝑡
− ∇ • {∇ • (𝐻�⃗� �⃗� ) + 𝑔𝐻∇𝜉 +

𝑔𝐻2

2𝜌
∇𝜌 + 𝑓 × 𝐻�⃗� − 𝐻𝐴} + (𝐺 − 𝜏)∇ • (𝐻�⃗� ) − 𝐻�⃗� • ∇τ = G · (𝑟 − 𝑒)

 (3) 
𝜕𝑞𝑖

𝜕𝑡
+

𝜕𝑢𝑞𝑖

𝜕𝑥𝑖
+

𝜕𝑣𝑞𝑖

𝜕𝑥𝑖
+  𝑔𝐻

𝜕𝜉

𝜕𝑥𝑖
+ 𝜏𝑞𝑖 = 𝑟𝑖                                                                                                                         (4) 

          
𝜕𝐶

𝜕𝑡
+ 𝑢

𝜕𝐶

𝜕𝑥
+ 𝑣

𝜕𝐶

𝜕𝑦
−

𝜕

𝜕𝑥
(𝐷𝑥

𝜕𝐶

𝜕𝑥
) −

𝜕

𝜕𝑦
(𝐷𝑥

𝜕𝐶

𝜕𝑦
) = 𝑠                                                                                                   (5) 

              

where ζ defines the water level elevation,  

          τ is the basic friction,  

          ri is the wind stress and the Coriolis parameter,  

          s is the substance concentration C,  

         G is the law of continuity.  
 

The sea surface current divergence was calculated from the surface current data (Nordam et.al, 

2019; Wirasatriya et al., 2020). The spatial modelling of the oil spill trajectory was analysed based 

on the numerical transformation of current and tidal data (Hartoko et.al, 2016; Hartoko et.al, 2019). 

Oil spill modelling is generally done using GNOME software with eularian-lagrangian hydrodynamic 

model. This equation approach is a simulation involving large and small particles in the sea surface 

water and examining the mass and momentum of the spilled oil (Remyalekhsmi and Hedge, 2013). 

This modelling used the data base maps of the Global Custom Maps Generator on NOAA, surface 

current data of the Hybrid-Coordinate Ocean Model (HYCOM) and wind data of the Global Forecast 

System (GFS). Then proceed with oil spill modelling by inputting the oil properties and oil spill 

volume obtained from the analysis for the period April 2019 to April 2020 that was carried out 

previously.  
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The following formula of eularian-lagrangian particle tracking method, where L defines as the 

initial position of the particle at t0+Δt, Lo is the position of the particle at t0, and Vt is the speed of 

movement of the oil particles (Yang et al., 2013). 

𝐿 = 𝐿𝑜 + ∫ 𝑉𝑡(𝑡𝑜), 𝑦(𝑡𝑜), 𝑡𝑜)𝑑𝑡
𝑡𝑜+∆𝑡

𝑡𝑜

                                                                                                                       (6) 

 

The particle velocity movement method was applied as follows, where Vt  is the current speed 

at t,  Vw is the wind speed at t and 𝛼𝑉𝑤 is a linear current driven by the wind carried out by the 

GNOME model (Yang et al., 2013). 

 𝑉 = 𝑉𝑡 + 𝛼𝑉𝑤                                                                                                                                                  (7) 

3.5. Oil Volume Estimation After Degradation and Evaporation 

  

The estimated volume of an oil spill could be determined using oil property data (oil 

characteristic) and wind data, both are processed using the ADIOS 2 (Automated Data Inquiry for Oil 

Spills) application. Data of oil volume were obtained with integration of oil type and thickness, wind 

data, current data and wide area. Then the data became input data that was simulated to determine the 

volume of oil spills from the first day the oil spilled into the waters until the next 5 days. The volume 

of the oil spill was influenced by salinity, SST, density, wind, waves, and surface currents. These 

factors will affect the volume of oil which experience the process of dispersion, evaporation, 

emulsification, spreading, benzene contamination, sinking to the bottom of the water, leakage rate, 

heat burning due to atmospheric temperature. To determine the evaporation rate of an ADIOS 2 spill, 

the Pseudo Component (PC) evaporation model was used, with the equation used in the model as 

follows: 

    (
𝒅𝑽

𝒅𝒕
)
𝒋
∞

𝑼
𝟕
𝟗𝑽(𝑷𝒗𝒗𝒇𝒎)𝒋

𝒅
                                                                                                             (8) 

where j determines a certain PC, fm is the variable molar fraction of the pseudo component, V is the 

volume of oil, U is the wind speed, and d is the thickness. The relative molar volume is v (Lehr et al., 

2002). 

4. RESULTS  

4.1. Wide Area and Volume of Oil Spill 
 

Total of 58 sets processed Sentinel-1A SAR image data had been analized representing the 

period of April 2019 to March 2020, had resulted to 11 images indicates with oil spill (Table 3, 

Figures 2, 3, 4 and 5). These results represent for the temporal and spatial of oil spill in area of 

Balongan coastal water. The classification of oil types was determined based on the plot profile cluster 

of pixel value of each 11 image.  The dark spots spectral value detected with oil spill found during 

the transition-1 in Sentinel-1A SAR data recorded on April 8, 2019 wide area of oil spill is 88.30 km2 

volume 61.81 barrel.  Sentinel-1A SAR image data of April 16, 2019 with wide area of 113.40 km2 

volume 79.38 barrel, data of May 26, 2019 with wide area of 42.80 km2 volume 29.95 barrel all with 

category of light crude oil. The category of diesel oil spill were found in Sentinel-1A SAR data during 

the east monsoon September 11, 2019 with wide area of 23.25 km2 and volume 11.62 barrel. Sentinel-

1A SAR data during the transition-2 of October 13,2019 wide area of 78.66 km2 volume 39.33 barrel 

and  Sentinel-1A SAR data in November 10,2019 wide area of 78.13 km2 volume 39.07 barrel of 

diesel oil category and data of November 18, 2019 wide area 65.54 volume 45.88 barrel of light crude 

oil. The Sentinel-1A SAR image data during the west monsoon of December 12, 2019, was recorded 

with category of medium crude oil spill with wide area of 91.52 km2 volume 82.37 barrel. Data of 

December 16, 2019 wide area 107.90 km2 volume 75.53 barrel. Data in January 9, 2020 wide area 

56.70 km2 volume 28.35 barrel and data in February 14, 2020 wide area of 27.08 km2 volume 13.54 

barrel.                                                                                                                               
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                                                                                                                                                     Table 3. 

The date, season, wide area and volume of oil spill based on Sentinel-1A SAR data. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 2. Oil Spill Analysis of  Sentinel-1A SAR Transition-1 April-May 2019. 

No Date  

Detected 

Monsoon Wide Area  

Detected (km2)  

Volume  

    Detected (barrel)  

Oil Type  

Detected 

1 08/04/2019 Transt-1 88.30 61.81 Light crude oil 

2 16/04/2019 Transt-1 113.40 79.38 Light crude oil 

3 26/05/2019 Transt-1 42.80 29.95 Light crude oil 

4 11/09/2019 East monsoon 23.25 11.62 Diesel oil 

5 13/10/2019 Transt-2 78.66 39.33 Diesel oil 

6 10/11/2019 Transt-2 78.13 39.07 Diesel oil 

7 18/11/2018 Transt-2 65.54 45.88 Light crude oil 

8 12/12/2019 West monsoon 91.52 82.37 Medium crude oil 

9 16/12/2019 West monsoon 107.90 75.53 Light crude oil 

10 09/01/2020 West monsoon 56.70 28.35 Diesel oil 

11 14/02/2020 West monsoon 27.08 13.54 Diesel oil 
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Fig. 3. Oil Spill Analysis of  Sentinel-1A SAR  East Monsoon September 2019. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 4. Oil Spills Analysis of  Sentinel-1A SAR During Transition-2 October – November 2019. 
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Fig. 5. Oil Spills Analysis of  Sentinel-1A SAR During West Monsoon December 2019, January-February 2020. 

The category of oil spill which are determined based on the spectral value at each oil spill plot 

profile, will indicate that the smaller the spectral value was indicator as the thicker the layer of oil 

spill in seawater. The thicker of the oil spill layer in seawater was assumed as the thicker oil spill 
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viscosity, which classified as a medium crude oil. Likewise, when the spectral value of the dark spot 

profile detected is higher spectral value then will be categorized as oil spill with a lower viscosity, 

which in this case include the category of diesel oil. Meanwhile, when the spectral value is in between 

of the two-plot profile value is classified as the light crude oil, refer to American Petroleum Institute 

(API) has the gravity value of 30 - 39.9. The medium crude oil class has API Gravity value of 22 - 

29.9 and diesel classified to super-light crude oil with API more than 40 (Sauz et al., 2018). 
 

4.2. Wind and Sea Surface Current Speed and Directions  

 

The numerical wind data obtained from European Centre for Medium Range Weather Forecasts 

is specificaly represent the study area at Balongan coastal water only. Predominant wind direction 

during the transition-1 of April and May 2019 is from the east with speed range of 2.10– 5.70 m.s-1 

(Fig. 6). Predominant wind direction during the east monsoon is southeast direction with speed range 

of 3.60-5.70 m.s-1 (Fig. 7). Predominant wind direction during the transition-2 of October-November 

2019 is southeast direction with speed range of 2.10-5.70 m.s-1 (Fig. 8). Predominant wind direction 

during the west monsoon December 2019-February 2020 is from the west with wind speed range of 

2.10-5.70 m.s-1. 

 

 

 

 

 

 

 

 

 

 

 

 

  Fig. 6. Sea surface current and wind direction and speed of the transition-1 of April-May 2019. 

 

 

 

 

 

 

 

 

Fig. 7. Sea surface current and wind direction and speed in the east monsoon September 2019. 
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The result of spatial models for the sea surface current are presented in Figures 6,7,8 and 9 was 

developed using data of the physical variables of the seawater such as the average seawater 

temperature, wind (Table 4). The sea surface current in the transition-1 occured in May 2019 was 

found as the weakest with 0.038 m.s-1 current speed and predominantly of northwest direction. The 

current is lightly increase during the east monsoon of September 2019 and weak again during the 

transition-2 of October and November 2019. The strongest sea surface current was happened during 

the west monsoon of February 2020 with current speed of 0.369 m.s-1 with predominantly southwest 

direction.  

 

 

 

 

 

 

 
Fig. 8. Sea surface current and wind direction and speed of the transition-2 October-November 2019. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 9.  Sea surface current and wind direction and speed of the west monsoon December  2019 

and January – February 2020. 
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                                                                                                                   Table 4. 

                         Data of sea surface current and wind direction and speed. 

Month 

Average 

Current Speed 

(m.s-1) 

Average 

Current 

Direction 

Average Wind 

Speed (m.s-1) 

Average 

Wind 

Direction 

April 2019 0.045 Northwest 2.53 West 

May 2019 0.038 Northwest 3.28 West 

September 2019 0.191 Northwest 4.33 West 

October 2019 0.214 Northwest 3.16 West 

November 2019 0.139 West 2.51 Southwest 

December 2019 0.251 Southeast 2.59 Southeast 

January 2020 0.336 Southeast 4.42 East 

February 2020 0.369 Southeast 4.19 East 

4.3. Oil Spill Spatial Distribution and Trajectory 

Result of each of 11 Sentinel-1A SAR data analysis confirmed with oil spill was used as 

reference to build the trajectory pattern from program running from day-0 to day-10 with input data 

of wind, sea surface current and tide. Also integrated with the loading and unloading schedule of ships 

at Balongan coastal water, the type of oil carried by the ships was obtained from PT PERTAMINA 

Balongan, and produce the trajectory pattern of oil spill using GNOME software. Specifically, the 

result of spatial distribution, wide area and the trajectory pattern of oil spills were repre4sents type of 

medium crude oil, light crude oil and diesel oil spill which had indicated to follow the pattern of the 

sea surface current movement in Balongan coastal water, for four seasons are presented in Figures 

10, 11,12,13 and Table 4.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Fig. 10. The northwest oil spill trajectory direction at Balongan coastal water during the transition-1 from 

April-May 2019. Blue dots are SPM coordinates, red class of oil spill after 10 days trajectory modell. 
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During the transition-1 period of April-May 2019 (Fig. 10) predominant trajection of oil spill is 

to the northwest direction from day-0 to day-10. Wide area at day-0 is range of 42.80-113.40 km2 and 

dispersing out of the study area after 240 hours (Table 5). Following the east monsoon period (Fig. 

11) which is only represented in data of September 11, 2019, the spatial trajectory of oil spill pattern 

to the northwest direction, and wide area of 23.25 km2. During the transition-2 in October – November 

2019 (Fig. 12), oil spill trajection still with the northwest direction pattern, with wide area of oil spill 

range 65.54-78.66 km2. In the west monsoon period of December 2019, January-February 2020 (Fig. 

13) oil spill trajection in contrary to the southeast direction pattern, with wide area range 27.08-107.90 

km2 (Table 5). 

 

 

 

 

 

 

 

 

Fig. 11. The northwest oil spill trajectory direction at Balongan coastal water during the the east monsoon in 

September 2019. Blue dots are SPM coordinates, red class of oil spill after 10 days trajectory modell. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 12. Predominant northwest oil spill trajectory direction at Balongan coastal water during the transition-2 

from October to November 2019. Blue dots are SPM coordinates, red class of oil spill after 10 days trajectory 

modell. 



 Muhammad HELMI, Agus HARTOKO, Hifzhan HUSNA and Mochamad Indra Bayu ARDIANSYAH … 71 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 13. Predominant southeast trajectory direction of oil spill at Balongan coastal water during the west 

monsoon from December 2019 to February 2020. Blue dots are SPM coordinates, red class of oil spill after 10 

days trajectory modell. 

 

4.4. Oil Spill Volume After Dispersion and Evaporation 

 

The numerical oil trajectory model using GNOME after the evaporation as in Table 5. 
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                                                                                                                                                                     Table 5. 

The wide extent and volume of the oil spill using the GNOME model. 

No Date 

Detected/ 

Starting 

Model 

Area 

Detected 

(km2) 

Area After 

120 hours 

(km2) 

Area After 

240 hours 

(km2) 

Volume 

Detected 

(barrels) 

Volume After 

120 hours 

(barrel) 

Evapo 

ration after 

120 hours  

(%) 

1 08/04/2019 88.30 57.07 - 61.8 33.9 45.1 

2 16/04/2019 113.40 - - 79.3 58.7 26.0 

3 26/05/2019 42.80 37.75 - 29.9 20.1 32.5 

4 11/09/2019 23.25 25.40 - 11.6 5.0 56.9 

5 13/10/2019 78.66 - - 39.3 21.2 46.1 

6 10/11/2019 78.13 37.01 19.98 39.0 20.4 47.7 

7 18/11/2019 65.54 16.71 93.54 45.8 24.5 46.5 

8 12/12/2019 91.52 12.10 79.90 82.3 64.6 21.5 

9 16/12/2019 107.90 14.64 144.85 75.5 41.9 44.5 

10 09/01/2020 56.70 - - 28.3 14.2 49.9 

11 14/02/2020 27.08 - - 13.5 5.9 56.4 

Note : the (–)  indicate that oil spill had left from the extent of model area. 

5. DISCUSSIONS  

After four seasonal wind and sea surface current analysis, two predominant wind and sea surface 

current directions, are east and northeast direction during transition-1 and east monsoon and south to 

southeast direction during transition-2 and the west monsoon, this in accordance to the study of 

Alifdini et.al., (2021) as part of regional pattern of Java and Indonesian seas. 

Analysis of 58 Sentinel-1A SAR data sets resulted to 11 data sets representing the real field oil 

spill events for four period from April 2019 to February 2020. Each data was used to build for further 

oil spill trajectory spatial modell from day-0 to day 10 (240 hours). The oil spill spatial trajectory 

modell carried out on diesel oil spill had indicated a longer distribution distance compared to the 

distribution distance of medium crude oil and light crude oil. During the east monsoon condition, in 

September 11, 2019 and during the transition-2 period of October 13, 2019, type of diesel oil spill of 

had spreaded to the northwest leaving Balongan coastal water before 240 hours period of the 

numerical model run. This has showed that the light density of diesel oil was very easy to flows in 

accordance to the sea surface currents and also easily evaporates. Similar to what happened in the 

west monsoon, diesel oil spill the during period of January 9 and February 14, 2020 was also very 

quickly left Balongan coastal water towards the southeast direction before the numerical model had 

been ranned for 120 hours period. During the east monsoon, the light crude oil spill for the period of 

April 8 and 16, and May 26, 2019, after the numerical modell ranned for 240 hours, had shown the 

oil spills spread out from Balongan coastal water to the northwest direction. During the west monsoon, 

the light crude oil spill had moved to the southeast direction in the period of October 18 and December 

16, 2019. This was in accordance with the movement of the sea surface currents that flows to the 

northwest and southeast according to the monsoon. Likewise, the medium crude oil spill which has a 

higher oil density than diesel and light crude oil, had moved in the same direction as the direction of 

the sea surface current, but with slower movement and distribution than the other two types of oil 

spill. 

Oil spill spatial trajectory analysis using GNOME method, revealed that the period of the oil 

spills detected were happened almost evenly distributed at every month, which the oil spill area extent 

found in the range of 23.25 – 113.40 km2. Lowest area of oil spill of 23.25 km2 in September,11.2019 

was in accordance with smallest oil spill volume of 11.6 barrels (Table 5). The widest area of oil spill 

of 113.40 km2 in April, 16.2019 was assumed related to the volume of oil spill detected of 79.3 barrels. 

Specific condition of the biggest volume of oil spill 82.3 barrels occured in December 12,2019 and 

was assumed related to the rough wave at the SPM condition during loading and unloading process. 

Very interesting finding of the lowest evaporation rate of 21.5% in this month is in fact happened 



 Muhammad HELMI, Agus HARTOKO, Hifzhan HUSNA and Mochamad Indra Bayu ARDIANSYAH … 73 

 

during the west monsoon or the peak of the rainy season. While the highest evaporation rate of 56.9% 

found in the modell in September, 11 2019 (Table 5) which is related to the condition of higher sea 

surface and atmospheric air temperature during the peak of the east monsoon or the dry season.  

Specific finding also which oil spills in April 4,2019 with 88.30 km2 initial wide area in day-0 

had experienced a significant decrease to 57.07 km2 wide area after 120 hours trajectory modell, and 

then dispersed finely to zero after the period of 240 hours trajectory modell. In contrast, in data of 

December 16,2019 that initial oil spill wide area of 107.90 km2 in day-0 then decrease to 14.74 km2 

after 120 hours trajectory modell, but then increase significantly to become 144. 85 km2 after 240 

hours (Table 5), which is refer to the rough wave and sea surface current (Figure 9) during the west 

monsoon. After 120 hours of moving in the sea water, and the evaporation rate of oil spill range is 

between 26 – 56.9%. The numerical spatial model had shown a relatively high evaporation rate of oil 

spills after 240 hours period. Initial process of the oil spill enters the marine environment, the oil spill 

will undergo a spreading process. Which this initial process is the most important process during the 

initial and trajectory of oil spill into the marine environment. The entry of oil spill into the marine 

environment will be followed by various processes that will occur and effected by the physical 

conditions of the waters, one of which is sea surface currents. According to Zhang et al. (2019) that 

the spread and volume of oil spill on the sea will be primarily affected by the sea surface currents.  

Naz et al. (2021) observed four oil spill events in the Indian Ocean including Chennai, Sharjah, 

Al Khiran and Mubarak Village analyzed using Sentinel-1 SAR data. The GNOME model was used 

for the production of the oil spill trajectory, while the oil spill weathering process was modeled using 

the Automated Data Inquiry for Oil Spill (ADIOS). The maximum oil spill movement (33 km) from 

the source point was observed at Al Khiran, while the rate of evaporation of crude oil was observed 

to be high. Balogun et al. (2021) developed an oil spill environmental vulnerability model to predict 

and map the trajectory of an oil spill in Kota Tinggi, Malaysia. Oil spill scenarios were being 

simulated using the GNOME. The results showed that the oil layer velocity at 40.8 m per minute was 

higher during the pre-monsoon period in the southwest and lower during the northeast monsoon (36.9 

m per minute). 

The high evaporation rate of oil spills had been generated in this research model was similar 

value to the evaporation of oil spills produced by Toz, (2017) in Samsun Bay Turkey and Afenyo et 

al., (2016) in the Arctic Sea, and Ramirez et al., (2019) in the Caribbean Sea, Colombia. This 

evaporation process had caused the volume of the oil spill to be reduced by an average of 43%. As in 

Table 5 showed that the volume of detected oil spills decreased by an average of 17.81 barrels after 

10 hours. In the period during April 16 and October 13, 2019, the oil spill had moved outside the 

model limits after 120 hours as well as after 240 hours. This was because the occurrence of oil spills 

was generally located in the western part of the study area. Also when the model was ran for more 

than 120 hours during the east monsoon, it would be out of model limit area. Meanwhile, during the 

west monsoon, the average of oil spill area was spread evenly over the study area, mean that the 

volume of oil spill could still be analyzed within the model limits. The trajectory model showed that 

oil spills that occur during the period of the study in one year in the limit of the study area did not 

reach to the coast due to the effect of sea surface current and wind of northwest and southeast direction 

pattern. Oil spills direction pattern was mainly driven by sea surface currents moved parallel along to 

the coastline direction and away from the coastline, so that within the model limits during the study 

there were no oil spills that have been detected to reach and pollution to the coastline area. Difference 

with the current study in this research with the case that oil spill occurred on the sea surface caused 

by floating infrastructure of SPM. Another study by Heidaria et al. (2019), as comparation which had 

examined a more advanced modelling for assessing spatial and stochastic oil spill risk, which is a 

very specific case study of an oil spill from a sunken ship in Kattegat located between Denmark and 

Sweden in Northern Europe's inlet to the Baltic Sea. They use the VRAKA method which was used 

to estimate the probability of release in a quantitative oil spill risk assessment and 3D plumes using 

the GNOME. This research demonstrated the spatial and stochastic risk assessment of oil spills from 

shipwrecks, allowing a structured approach to incorporate the complex factors that influence the risk 

values.  



74 

 

6. CONCLUSIONS 

Spatial modelling of wind and sea surface current, in general exhibit a predominant wind and 

sea surface current during transition-1 April-May until the east monsoon of September 2019 is the 

east direction. Predominant wind and sea surface current during transition-2 of October-November 

2019 and during the west monsoon of December 2019-February 2020 is south and southeast direction, 

paralel to the coastline morphology.   

Analysis of oil spills using 58 Sentinel-1A SAR data had confirmed 11 data on April 8 and 16, 

May 26 representing for the transition-1 period, only one oil spill event in September 11 to represents 

for the east monsoon. SAR data in October 13, and November 10 and 18, 2019 had confirmed the 

event of oil spill to represent for transition-2 period. SAR data in December 12 and 16, 2019, January 

09, and February 14, 2020 to represnts for the west monsoon with predominant to the southeast 

direction. The study had revealed that oil spills had moved mainly in accordance to sea surface current 

and seasonal wind direction based on the wind rose data. In the east monsoon, the wind and currents 

were generally dominated to the west and northwest from the east. Meanwhile, during the west 

monsoon, the wind and current directions from the west to the southeast and east.  

The most important and critical finding based on integration of spatial Sentinel-1A SAR data, 

GNOME hydrodynamic- trajectory modelling revealed the oil spill trajectory, wide area, type, volume 

and evaporation rate of the oil spill. The smallest area of oil spill is 27.08 km2 in the east monsoon of 

February 2020 and widest area of 113.40 during the transition-1 of April 2019 and widest area become 

144.85 km2 after 240 hours period during the west monsoon of December 16.2019.  Total detected 

oil spill volume of 773.28 barrels with an evaporation rate of 43% after 120 hours of numerical 

modelling, with average of 70.30 km2 of oil spill area. The trajectory direction of the oil spill in the 

east monsoon was spread toward the northwest of Balongan coastal water, while during the west 

monsoon the spill moved toward the southeast. Smallest oil spill volume 11.6 barrel had been detected 

but with highest evaporation rate of 56.9% occurred in September 2019 of the east monsoon. Biggest 

volume of oil spill of 82.3 barrel occurred in December 2019 west monsoon with lowest evaporation 

rate of 21.5%. 
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 ABSTRACT: 

The aim of the paper is to show a methodology in order to build a local geoid model using the Compute-

Remove-Restore technique; to achieve this aim, suitable algorithms in Matlab® environment were 

developed. The knowledge of a geoid model assumes an important role in the field of engineering, 

geosciences and geomatics since that it allows the definition of physical heights or the components of 

the deflection of the vertical on a specific area. The area taken into consideration for the research is the 

Campania region (Italy). By comparing the geoid undulation values of the model developed in this 

paper with those extracted from the benchmarks over this area derived from the national levelling 

network, it is possible to obtain centimetre accuracy. 
 

Key-words: Geoid, Compute-Remove-Restore, EGM, Physical geodesy. 

1. INTRODUCTION 

Physical geodesy is the science of the figure of the Earth and its gravity field (Hofmann-

Wellenhof & Moritz, 2006). A surface of particular interest for geomatics purposes is the geoid, i.e. 

an equipotential surface of the Earth gravity field (Sansò & Sideris, 2013). The geoid can be computed 

from knowledge of the gravitational field. The most commonly used technique for determining the 

regional geoid model is the "Remove-Compute-Restore" (RCR) technique which it is based on theory 

of the first-order approximation of either Molodensky’s method for quasi-geoid determination or the 

classical geoid modelling by Helmert’s second method of condensing the topography onto the geoid 

(Sjöberg, 2005). The RCR technique is the only practical geoid gravimetric modelling technique for 

combining terrestrial gravimetric data with an Earth Gravity Mode – EGM (Torge, 2001). Indeed, the 

recent global geopotential models, based on the CHAMP (Challenging Minisatellite Payload, a 

German BMBF-funded geophysical mini-satellite mission of GFZ-GeoForschungsZentrum) and 

GRACE (Gravity Recovery and Climate Experiment, a joint mission of National Aeronautics and 

Space Administration - NASA and the German Aerospace Center - DLR) space missions, have 

allowed to obtain high-performance local geoid models, as shown in Barzaghi et al., 2007 for the 

estimation of the gravimetric quasi-geoid named ITALGEO05. 

RCR technique was applied with success in several country over the time. For example, Blázquez 

et al., 2003 show the good results of the regional model called ANDALUSGeoid2002 obtained using 

fast collocation method and the RCR Procedure. Lysaker et al., 2007 dicussed of the quasi-geoid 

evaluation with improved levelled height data for Norway region. El-Ashquer et al, 2017 have 

developed an hybrid gravimetric geoid model HGM2016 by means of least-squares collocation 

method and remove-compute-restore process over Egypt. Kalu et al., 2021 wrote about the RCR 

technique in modelling a gravimetric geoid model for a large data deficient region in West Africa 

(Nigeria) using two sets of long and short wavelength data (a) EGM2008 (long) + Airborne 
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gravimetric observation (AGO) dataset (short) (b) EGM2008 (long) + Terrestrial gravimetric 

undulation (TGU) dataset (short). 

The realization of a regional geoid model and, consequently, the knowledge of geoid undulation 

and vertical deviation components contributes positively in considerable geomatics applications. For 

example, Barzaghi et al., 2016 used the deflection of the vertical components obtained from a local 

model for the correction of External Orientation (EO) parameters (attitude angles) in Direct 

Georeferencing (DG) photogrammetry approach. In addition, the usefulness of the regional model in 

order to transform the ellipsoid height in orthometric in Global Navigation Satellite Systems (GNSS) 

measurements was applied in serval geomatics works present in literature (Baiocchi et al., 2017: 

Parente & Pepe, 2018; Oluyori et al., 2019; Erol et al., 2020; Pepe et al., 2020; Costantino et al., 

2021). 

In this paper, a study for the computation of a local geoid model at a spatial resolution (2.5′) is 

addressed, using the following methods: i) Remove-Compute-Restore technique; ii) constant and 

vertical shift of the EGM2008 geoid undulation model.  

2. STUDY AREA  

The study area taken into consideration concerns the Campania region, an administrative region 

of south Italy; most of it is in the south-western portion of the Italian peninsula (with the Tyrrhenian 

Sea to its west), but it also includes the small Phlegraean Islands and the island of Capri. The 

morphology of this territory is mainly hilly (51%); the remaining part of the territory is mountainous 

(34%) and flat (15%). It covers an area of 13670.95 km². The area taken into consideration, reported 

in Fig. 1, is contained within the geographical coordinates: 39°N ≤ φ ≤ 42°N and 13°E ≤ λ ≤ 16°E. 

 

 
 

(a) (b) 

Fig. 1. Area of interest (AOI) to compute local geoid model; view on Google earth (a) and                            

geographic framework (b). 

3. DATA AND METHODS 

3.1. Remove-Compute-Restore technique 

The compute of any quantity of the gravity field is carried out by means of a frequency analysis 

of the quantity itself, i.e. the following three components are identified: i) low-frequency component, 

represented by global geopotential models (e.g. Earth Gravity Model - EGM2008); ii) medium-

frequency component, which it can be calculated on the basis of local data and; iii) high-frequency 
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component, which can be linked to the topographic effect and is calculated on the basis of a digital 

terrain model (Corchete et al., 2005).  

The "Remove-Compute-Restore" technique can be schematised into the following points:  

- Remove: removal of the contribution of the global model (determined by a spherical 

harmonic model) and of an additional contribution called "Residual Terrain Correction" 

(RTC) representing the effect of the masses between the topography and a reference surface;  

- Compute: calculation of co-geoid undulation residuals; 

- Restore: addition, in terms of geoid undulation, of both that of the global model and that of 

the RTC effect, also called "indirect topographic effect". 

These steps can be summarised as reported below (Srinivas et al., 2012): 

𝑁 = 𝑁𝐺𝑀 + 𝑁𝑖𝑛𝑑 + 𝑁∆𝑔     (1) 

where the geoid undulation values are derived from: 

𝑁𝐺𝑀   global geoid model; 

𝑁𝑖𝑛𝑑   the indirect effect; 

𝑁∆𝑔   from the residues of gravity anomalies. 

3.1.1. Contribution of global geoid model 

The long-wavelength geoid component 𝑁𝐺𝑀 is obtained by the use of a global geopotential 

model; currently, the most widely used model is the EGM2008 (Pavlis et al., 2007; Pavlis et al. 2008; 

Pavlis et al., 2021) publicly released by the U.S. National Geospatial-Intelligence Agency (NGA) 

EGM Development Team which is derived from data from the GRACE satellite (Mayer-Gürr et al., 

2016), topographic data (Saleh et al., 2002) and ground-based gravimetric observations. 

The EGM2008 model was developed up to degree and order 2159, which results in a spatial 

resolution of the model of about 2.5' where the values of the vertical deviation and gravimetric 

anomalies are freely available at the NGA address.  

Computationally, the current 𝑊 potential expressed in terms of spherical polar coordinates, 

radius, longitude, latitude (𝑟, 𝜆, 𝜓), is described by the coefficients 𝐶𝑛𝑚 and 𝑆𝑛𝑚of degree n and order 

m, which are empirically determined and associated with the Legendre polynomial 𝑃𝑛𝑚 (Borre, 2008): 

𝑊(𝑟, 𝜆, 𝜓) =
GM

r
[1 + ∑ (

a

r
)

n
n𝑚𝑎𝑥

n=2

 ∑ (𝐶�̅�𝑚 cos mλ + 𝑆�̅�𝑚sin mλ) �̅�𝑛𝑚(sin 𝜓) 

𝑛

𝑚=0

 ] (2) 

where 𝐺𝑀 is the product of Newton’s gravitational constant and Earth’s total mass (including the 

atmosphere), 𝑎 is the radius of the bounding sphere and 𝑟 is the geocentric radius. 

Recalling that the anomalous potential 𝑇 is the difference between the one of the gravitational 

field 𝑊 and the gravitational normal one 𝑈, it follows that in the hypothesis to know the anomalous 

potential 𝑇, it is possible to write with the formula of Bruns, the anomalous height 𝜁: 

𝜁 =
𝑇

𝛾
 (3) 

Therefore, the previous equation becomes: 

𝜁(𝑟, 𝜆, 𝜓) =
GM

γ(φ)𝑟
[ ∑ (

a

r
)

n
n𝑚𝑎𝑥

n=2

 ∑ (𝐶�̅�𝑚 cos mλ + 𝑆�̅�𝑚sin mλ) �̅�𝑛𝑚(sin 𝜓) 

𝑛

𝑚=0

 ]  (4)  

where the value of normal gravity γ(φ) is equal to: 

γ(φ) =
𝛾𝑒  𝑐𝑜𝑠2𝜑 + (1 − 𝑓)𝛾𝑝 𝑠𝑖𝑛2𝜑

√𝑐𝑜𝑠2𝜑 + (1 − 𝑓)2 𝑠𝑖𝑛2𝜑
  (5) 

while at height ℎ, the value of normal gravity γ(h) takes on the following expression: 
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γ(h) = γ(φ) [1 − 2(1 + 𝑓 + 𝑚 − 2 𝑓 𝑠𝑖𝑛2𝜑)
ℎ

𝑎
+ 3 (

ℎ

𝑎
)

2

] (6) 

In addition, the geoid undulation 𝑁 is related to the ellipsoid height ℎ measured along the normal 

to the ellipsoid, the orthometric height 𝐻, the normal height 𝐻∗ and the anomalous height 𝜁, by 

equation (Heiskanen and Moritz, 1967): 

𝑁 = 𝐻∗ − 𝐻 + 𝜁 (7) 

Furthermore, orthometric height is related to normal height through the relationship: 

𝐻 = 𝐻∗ −
Δ𝑔𝐵

γ(h)
𝐻 

(8) 

where Δ𝑔𝐵 represents the Bouguer anomaly. 

Finally, it is possible to calculate the value of the gravity anomaly of the global geopotential 

model with the following relation (Heiskanen and Moritz, 1967; Kuroishi,1993): 

Δ𝑔𝐺𝑀 =
𝐺𝑀

𝑟2
∑ (𝑛 − 1) (

𝑎

𝑟
)

𝑛

∑ �̅�𝑛𝑚

𝑛

𝑚=0

𝑛𝑚𝑎𝑥

𝑛=2

(sin 𝜑) (𝐶�̅�𝑚 cos mλ + 𝑆�̅�𝑚sin mλ) + Δ𝑔0     (9) 

where Δ𝑔0 is the term of degree 0. 

3.1.2. Contribution of the indirect effect 

The removing or moving of masses changes the potential gravity and, consequently, the geoid; 

this change of the geoid is called indirect effect of gravity reduction. Therefore, the surface calculated 

with Stokes' formula does not refer to the geoid but to a slightly different surface, the co-geoid (Fig. 

2), from which it is possible to extrapolate, using Bruns' theorem, the following formula: 

 

𝑁𝑖𝑛𝑑 =
𝛿𝑊

𝛾
 (10) 

 
Fig. 2. Reference surfaces. 

 

Under the assumption of a plane approximation, the term 𝑁𝑖𝑛𝑑 can be written using two terms 

(Schwarz et al., 1990): 

𝑁𝑖𝑛𝑑 = −
𝜋𝐺𝜌

𝛾
ℎ2(𝑥𝑃 , 𝑦𝑃) −

𝐺𝜌

6𝛾
∬

ℎ3(𝑥, 𝑦) − ℎ3(𝑥𝑃 , 𝑦𝑃)

[(𝑥𝑃 − 𝑥)2 + (𝑦𝑃 − 𝑦)2]3 2⁄
𝑑𝑥𝑑𝑦

𝐴

 (11) 

𝜌  density of topography assumed to be 2,67𝑔/𝑐𝑚−3; 
(𝑥𝑃 , 𝑦𝑃) coordinates of the point; 

(𝑥, 𝑦)   coordinates of integration points;  
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ℎ(𝑥, 𝑦) elevation model, taking into account only the masses above the geoid, i.e. 

only the positive elevations; 

𝐴   study area. 

The plane approximation of the expression of 𝑁𝑖𝑛𝑑 can be write as a convolution formula 

(Schwarz et al., 1990): 

𝑁𝑖𝑛𝑑 = −
𝜋𝐺𝜌

𝛾
ℎ2 −

𝐺𝜌

6𝛾
𝑓 ∗ ℎ3 +

𝐺𝜌

6𝛾
𝑠ℎ3  (12) 

where: 

𝑓(𝑥, 𝑦) =
1

(𝑥2 + 𝑦2)3 2⁄
 (13) 

𝑠 = ∬ 𝑓(𝑥, 𝑦) 𝑑𝑥 𝑑𝑦
𝐴

 (14) 

3.1.3. Contribution of the residual gravity 

The last term 𝑁∆𝑔 of equation (1) represents the contribution of the gravity residual which, taking 

into account the Stokes equation, is (Hofmann and Moritz, 2006): 

𝑁∆𝑔 =
𝑅

4 𝜋 𝛾
∬ Δ𝑔(𝜓, 𝛼) 𝑆(𝜓)𝑑𝐴

𝐴

 (15) 

𝛾   normal gravity on the ellipsoid; 

𝑅   mean earth radius; 

𝑆(𝜓)   Stokes function; 

Δ𝑔   reduced anomalies according to the Helmert condensation method. 

Under the assumption of spherical approximation, equation (15) can be expressed in convolution 

form using the one-dimensional (1-D) Fourier transform (Haagmans et al., 1993): 

𝑁∆𝑔 =
𝑅 Δ𝜙 Δ𝜆

4 𝜋 𝛾
𝐹𝐼

−1 [ ∑ 𝐹𝐼(Δ𝑔 𝑐𝑜𝑠𝜙)𝐹𝐼(𝑆)

𝜙𝑛

𝜙′=𝜙𝐼

] (16) 

where 𝐹𝐼(𝑆) represents the discrete Fourier transform (DFT) and 𝐹𝐼
−1  its inverse transform (IDFT). 

Instead, in the hypothesis of plane approximation, the Stokes function becomes (Schwarz et al., 1990): 

𝑆(𝜓) ≈ 2 𝜓⁄       (17) 

Therefore, the contribution of the gravity residue 𝑁∆𝑔, with appropriate substitutions and passing 

from polar coordinates (𝑠, 𝛼) to Cartesian coordinates (𝑥, 𝑦), takes on the following expression: 

𝑁∆𝑔 =
1

2 𝜋 𝐺
∬

Δ𝑔

(𝑥𝑝 − 𝑥)
2

+ (𝑦𝑝 − 𝑦)
2

𝐴

 (18) 

The equation (18) can be rewritten in terms of FFT (Fast Fourier Transform): 

𝑁∆𝑔 =
1

2 𝜋 𝐺
Δ𝑔(𝑥, 𝑦) ∗ 𝑙𝑝(𝑥, 𝑦) (19) 

with 𝑙𝑝(𝑥, 𝑦) = 1 √𝑥2 + 𝑦2⁄ , which is called the "kernel of the plane approximation". 

 

To determine the 𝑁∆𝑔 term, it is necessary to calculate the value of the gravity anomalies, using 

the following relationship: 

Δ𝑔 = Δ𝑔𝑓𝑟𝑒𝑒 + 𝑐𝑡 + 𝛿𝑔                                                       (20) 

Δ𝑔𝑓𝑟𝑒𝑒   free-air gravity anomaly; 
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𝑐𝑡  terrain correction; 

𝛿𝑔 indirect secondary effect on gravity. 

The indirect secondary effect on gravity can be expressed as a function of 𝑁𝑖𝑛𝑑 (Heiskanen and 

Moritz, 1967; Kuroishi, 1993): 

𝛿𝑔 = 0.3086 𝑁𝑖𝑛𝑑      (21) 

Therefore, the residual anomaly field must first be determined, removing the effect of the short 

wave associated with topography and bathymetry. This correction is called "Residual Terrain 

Correction" RTC (Forsberg, 1984) and can be described through the following relation (Corchete et 

al., 2005), where the superscript "pts" denotes that the points in the study area are randomly 

distributed: 

∆𝑔𝑟𝑒𝑑
𝑝𝑡𝑠

= ∆𝑔𝑓𝑟𝑒𝑒
𝑝𝑡𝑠

− 2𝜋𝐺𝜌(ℎ − ℎ𝑟𝑒𝑓)
𝑝𝑡𝑠

+ 𝑐𝑡
𝑝𝑡𝑠 − ∆𝑔𝐺𝑀

𝑝𝑡𝑠
  (22) 

𝐺  Newton's gravitational constant; 

𝜌  density;  

ℎ  point elevation; 

ℎ𝑟𝑒𝑓     elevation of reference surfaces; 

 𝑐𝑡  correction calculated for land and sea points; 

∆𝑔𝐺𝑀   gravity anomaly calculated from the global geopotential model. 

The reference surface ℎ𝑟𝑒𝑓  can be obtained by applying a 2-D low-pass filter to the elevation 

model. 

 The density value that can be used in equation (22) for the RTC correction are: 

𝜌𝑜𝑤 = 2,67𝑔 𝑐𝑚−3 for points on the ground; 

𝜌𝑢𝑤 = 1,64 𝑔 𝑐𝑚−3 for points below water. 

The density value for the correction below water is given by the difference between the density 

of the soil and that of the water, which is equal to 𝜌𝑤 = 1,03 𝑔 𝑐𝑚−3. 

For the computation of the Fourier transform, it is necessary that the data be arranged in the form 

of a grid; several methods and algorithms for performing this operation are available in the literature: 

- Briggs method (Briggs, 1974); 

- least squares collocation method (Moritz, 1980); 

- Kriging method (Davis, 1986); 

- spline algorithm (Smith & Wessel, 1990). 

By arranging the values of the gravity anomalies in grid form, the effect of the RTC can be 

restored through the following relationship (Corchete, 2010): 

∆𝑔𝑟𝑒𝑑
𝑔𝑟𝑖𝑑

=  ∆𝑔𝑓𝑟𝑒𝑒
𝑔𝑟𝑖𝑑

− 2𝜋𝐺𝜌(ℎ − ℎ𝑟𝑒𝑓)
𝑔𝑟𝑖𝑑

+ 𝑐𝑡
𝑔𝑟𝑖𝑑 − ∆𝑔𝐺𝑀

𝑔𝑟𝑖𝑑
                      (23) 

In equations (20) and (22), the term 𝑐𝑡 takes into account the influence of the topography. In fact, 

especially in particularly steep terrain, the topography assumes a fundamental role in the calculation 

of the undulations. The correction 𝑐𝑡 of the terrain to be applied, approximating 𝑧 = ℎ𝑃, i.e. in the so-

called "linear approximation" (Heiskanen and Moritz, 1967), is: 

𝑐𝑡 = 𝐺𝜚 ∬ ∫
𝑧 − ℎ𝑃

[(𝑥𝑃 − 𝑥)2 + (𝑦𝑃 − 𝑦)2 + (𝑧𝑃 − 𝑧)2]3 2⁄

ℎ

ℎ𝑃𝐴

 (24) 

Equation (24), rewritten in the form of a convolution (Sideris, 1990), takes the following form: 

𝑐𝑡 =
1

2
𝐺𝜚[𝑓 ∗ ℎ2 − 2ℎ(𝑓 ∗ ℎ) + ℎ2𝑠] 

(25) 

where 

𝑓(𝑥, 𝑦) =
1

(𝑥2 + 𝑦2)3 2⁄
 (26) 
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𝑠 = ∬
1

(𝑥2 + 𝑦2)3 2⁄
 𝑑𝑥 𝑑𝑦

𝐴

 (27) 

As an alternative to the FFT, terrain correction can be achieved with the prism method. which 

consists of dividing the terrain into many prisms; depending on the method of terrain condensation, 

two models are available: i) Prism model; ii) Mass line. The prism model associates the density of 

each prism with its average height, while in the mass line model the mass of the prism is 

mathematically concentrated along its barycentre axis, therefore the topography contained in the 

prism is represented by a line (Fig. 3). 

 
Fig. 3. Types of soil condensation: mass prism (left) and mass line (right). 

 

In the first case, equation (25), after having reported the DTM in the form of a grid in M and 𝑁 

cell elements of size (Δx; Δy), can be rewritten in the following form (Yurt & Gokalp, 2006): 

𝑐𝑡 = 𝐺𝜌 ∑ ∑ [𝑥 𝑙𝑛 (𝑦 + 𝑟(𝑥, 𝑦, 𝑧) + 𝑦 𝑙𝑛(𝑥 + 𝑟(𝑥, 𝑦, 𝑧))) . +   

𝑀−1

𝑚=0

𝑁−1

𝑛=0

−  𝑧 𝑎𝑟𝑐𝑡𝑎𝑛
𝑥𝑦

𝑧 𝑟(𝑥, 𝑦, 𝑥)
] |

 
𝑥𝑖 −(𝑥𝑛+∆𝑥/2)

 𝑥𝑖 −(𝑥𝑛+∆𝑥/2)

|
 

𝑥𝑖 −(𝑥𝑛+∆𝑥/2)

 𝑥𝑖 −(𝑥𝑛+∆𝑥/2)

|
 

𝑥𝑖 −(𝑥𝑛+∆𝑥/2)

 𝑥𝑖 −(𝑥𝑛+∆𝑥/2)

 

(28) 

while in the second case (Yang, 1999) becomes: 

𝑐𝑡 = −𝐺𝜌Δ𝑥Δ𝑦 ∑ ∑ [
1

𝑟(𝑥𝑖 − 𝑥, 𝑦𝑗 − 𝑦, 0)
−

1

𝑟(𝑥𝑖 − 𝑥, 𝑦𝑗 − 𝑦, ℎ𝑖𝑗 − ℎ𝑛𝑚)
]

𝑀−1

𝑚=0

𝑁−1

𝑛=0

 (29)  

where: 

𝐺  Newton's gravitational constant; 

ρ  density;  

 hij  point elevation (i, j); 

 r  radius of the coordinate sphere in the Cartesian system (𝑥, 𝑦, 𝑧). 

3.2. Adjustment of the gravimetric geoid model 

The sum of the contributions N𝑖  gives the undulation model according to a geophysical approach. 

If the 𝑁 model of the geoid undulation were correct, the following relationship would occur: 

ℎ − 𝐻 − 𝑁 = 0       (30) 

Factors causing discrepancies are (Fotopoulos, 2003): 

- random errors in the calculation of heights ℎ, 𝐻, 𝑁; 

- inconsistencies of the datum intrinsic to the different types of heights; 

- errors and distortions (errors related to the measurement of the wavelength for the geoid 

measurement, systematic errors related to the GNSS measurement and to the limits of the 

levelling network); 
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- theoretical assumptions/approximations made in the treatment of the observed data 

(neglecting the topography of the sea or river, corrections due to the influence of the tides); 

- instability of the reference monument station over time (geodynamic effects). 

Therefore, it is necessary an "adjustment" of the geoid undulation model on the vertices deduced 

from the network where the orthometric height derived from a levelling (for example the fundamental 

network) and the ellipsoid height derived from GNSS (or Global Position System - GPS) 

measurement; the equation of the least squares system takes the following form: 

(ℎ𝐺𝑃𝑆 − 𝐻𝑙𝑒𝑣) − 𝑁𝑔𝑟𝑎𝑣𝑖𝑚 = 𝑁𝐺𝑃𝑆 − 𝑁𝑔𝑟𝑎𝑣𝑖𝑚 = 𝛿𝑁 = 𝑙 = 𝐴𝑋    (31) 

ℎ𝐺𝑃𝑆   ellipsoid height of the reference point; 

𝐻𝑙𝑒𝑣   orthometric height measured by levelling; 

𝑁𝑔𝑟𝑎𝑣𝑖𝑚  geoid undulation obtained by the gravimetric method; 

𝐴𝑋   surface trend; 

𝛿𝑁   residual. 

Using a four-parameter model, itis possible to obtain the following formula (Isioye & Youngu, 

2009): 

𝐴𝑋 = 𝑎0 + 𝑎1𝑐𝑜𝑠𝜑𝑐𝑜𝑠𝜆 + 𝑎2𝑐𝑜𝑠𝜑𝑠𝑖𝑛𝜆 + 𝑎3𝑠𝑖𝑛𝜑     (32) 

where 𝜑, 𝜆 are the geodetic latitude and longitude and the parameters 𝑎0, 𝑎1, 𝑎2 and 𝑎3 take into 

account the inconsistency between the GPS/levelling and the gravimetric geoid datum.  

Subsequently, the residuals can be interpolated using the various interpolation techniques known 

in the literature, such as linear interpolation, kriging, etc. 

4. RESULTS  

4.1. Computation of the geoid on Campania region (Italy) 

In the case study, the calculation of 𝑁𝐺𝑀 was performed using the EGM2008 geopotential model, 

freely available at the following website: https://earth-info.nga.mil/php/download.php?file=egm-

08interpolation 

Each raster file contains, in 2.5′ steps, the geoid undulation values. Since the area under study is 

less extensive than that of a "tile" of the EGM2008 model, after downloading the raster file, it was 

necessary to implement an algorithm in Matlab® environment to extrapolate the undulation values 

and performing a clip on AOI. The contribute of geoid undulation model 𝑁𝐺𝑀 thus created (Fig. 4) 

showed a variability between 43m and 50m. 

 

 
Fig. 4. Plot of the EGM2008 geoid model of the study area, contribute of 𝑁𝐺𝑀.  

 

https://earth-info.nga.mil/php/download.php?file=egm-08interpolation
https://earth-info.nga.mil/php/download.php?file=egm-08interpolation
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Moreover, from the section shown in Fig. 5 it is easy to notice how local variations over small 

areas are not detected by the geopotential model. For example, in the area under study, the island of 

Ischia, which has an extension of about 8′ in longitude and 5′ in latitude, the values at the nodes of 

which the grid is composed have an almost nil gradient, despite the morphology of the territory 

reaches altitudes up to almost 750m above sea level and has rather significant gravimetric anomalies. 

 

 

 

Fig. 5. Cross-section of the geoid model EGM2008 on the island of Ischia, an island close to the Italian 

peninsula (within Campania region). 

 

The contribution of the indirect topographic effect 𝑁𝑖𝑛𝑑 was obtained, under the assumption of 

plane approximation, by applying the formula (12). In Matlab® environment, an algorithm for the 

calculation of 𝑁𝑖𝑛𝑑 has been implemented, where the convolution product between the functions in 

equation (14) was obtained using the Fourier transform, in particular the Fast Fourier Transformation. 

As regards the solution of the double integral reported in the formula (15), the Matlab® function 

implementing Simpson's quadrature method was used; this latter function was suitably modified in 

order to divide the area under study into a matrix of 200x200 elements and, on each of them, the 

double integral was calculated. To calculate the contribution of the indirect effect, the Shuttle Radar 

Topography Mission (SRTM) was used as Digital Terrain model (DTM); in this model, topographic 

and elevation data were collected in February 2000 by the Space Shuttle Endeavour, which used a 

sophisticated synthetic aperture radar-altimeter for this mission. The elementary measurement cell 

(pixel) corresponds to 3 square arc seconds, i.e. approximately 90m x 90m measured on the ground, 

with a declared accuracy of 20m in planimetry and 16m in altimetry (Werner, 2001). The elevation 

values of this model are freely downloaded from the Consortium for Spatial Information (CGIAR-

CSI) website.  

Since the contribution of the indirect effect is closely linked to the morphology of the territory, 

in the study area, which does not have any major reliefs, it was found to be of little relevance; more 

precisely, it varied from a few centimetres to about 1 metre. It should be noted that the previous values 
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are to be considered as absolute values, as the 𝑁𝑖𝑛𝑑 contribution always gives rise to negative values 

since the masses above the geoid have been removed. 

𝑁∆𝑔 can be calculated either by the collocation method or by the Stokes formula which, under 

the assumption of a plane approximation and expressed in the form of a convolution, assumes the 

following formula (Corchete et al., 2005): 

 

𝑁∆𝑔 =
1

2 𝜋 𝐺
∆𝑔(𝑥, 𝑦) ∗ 𝑙𝑝(𝑥, 𝑦) +

1

 𝜋 𝐺
∆𝑔(𝑥, 𝑦)√𝑥2 + 𝑦2  (33) 

where a second term has been added to equation (20) to eliminate singular points. A Matlab® 

algorithm was implemented in order to extracts the values of the residual anomalies, 𝛥𝑔, obtained 

from the relation (22). To achieve this aim, the value are gridded; therefore, the equation (22) can be 

written in the following way: 

 

∆𝑔𝑟𝑒𝑑
𝑔𝑟𝑖𝑑

=  ∆𝑔𝑓𝑟𝑒𝑒
𝑔𝑟𝑖𝑑

− 2𝜋𝐺𝜌(ℎ − ℎ𝑟𝑒𝑓)
𝑔𝑟𝑖𝑑

+ 𝑐𝑡
𝑔𝑟𝑖𝑑 − ∆𝑔𝐺𝑀

𝑔𝑟𝑖𝑑
  (34) 

Since all the terms in the previous relation are not gridded, as can be observed for Δ𝑔𝑓𝑟𝑒𝑒 , the 

first operation performed was to transform them in grid form with a spatial resolution of 2.5′, using 

"kriging" algorithm. The gravimetric values Δ𝑔𝑓𝑟𝑒𝑒, provided by the "Bureau Gravimétrique 

International" (BGI), are not distributed according to a regular grid but thicken where measurements 

were made for local surveys as shown in Fig. 6, where the gravity anomalies (free anomalies) are 

reported, both on land and sea.  

 

 
 

Fig. 6. Distribution of free-anomalies.  
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The term ∆𝑔𝐺𝑀
𝑔𝑟𝑖𝑑

 represents the gravity anomaly, computed by the EGM2008 global geopotential 

model, whose grid of values with a 2.5′ step can be obtained from the NGA website. The data are 

recorded in the 'big endian file' format and, thanks to a special script in Fortran, a text file of about 

4.5GB was obtained containing three grids of values (N-S deflection of vertical component, E-O 

deflection of vertical component and gravity anomalies); subsequently, with a manual editing of the 

data, three separate files were created. The minimum, maximum and mean value of the local gravity 

anomalies and those related to the geopotential model are shown in Table 1. 
Table 1. 

Statistical values of gravity anomalies. 

 
Min  

(mgal) 

Max  

(mgal) 

Medio  

(mgal) 

Measured anomalies (𝛥𝑔𝑓𝑟𝑒𝑒)  -117 161 38 

Anomalies taken from EGM2008(∆𝑔𝐺𝑀) 21 203 43 

 

The term 2𝜋𝐺𝜌 (ℎ − ℎ𝑟𝑒𝑓)
𝑔𝑟𝑑

 represents the gravimetric contribution that masses of height h, 

obtained by integrating altimetric data from the SRTM height model with bathymetric data from 

ETOPO1 (Amante & Eakins, 2009), produce with respect to a reference surface ℎ𝑟𝑒𝑓  obtained by 

applying a 2-D low-pass filter to the digital terrain model. By means of a "spatial query" in a 

Geographic Information Systems (GIS) environment, the land points were separated from the sea 

points. Indeed, spatial query make it possible to select elements in a vector layer using spatial 

relationships (intersect, contain, touch etc.) with elements in a second layer. As far as the terrain 

correction is concerned, the formula (22) valid for plane approximation was applied in the form of 

convolution. The trend of the contribution 𝑐𝑡
𝑔𝑟𝑖𝑑   is of the order of some milligal. Therefore, once all 

the contributions of the residual anomalies ∆𝑔𝑟𝑒𝑑
𝑔𝑟𝑖𝑑

 (Eq. 24) were determined using FFT, it was 

possible to calculate the contribution of the residual effect 𝑁3. In this way, the three contributions of 

the geoid undulation, 𝑁1,𝑁2, 𝑁3, were determined; the sum of these latter terms allows to obtain a 

geoid model on the basis of gravimetric measurements only, i.e. the so-called gravimetric geoid.  

In the determination of the gravimetric geoid model, no reference has so far been made to levelled 

heights and thus to the national height reference network. Therefore, an adjustment of the geoid model 

on the vertices taken from the levelling network is necessary; these vertices contain the value of the 

geoid undulation since this value was obtained as the difference of the orthometric height, derived 

from the levelling vertices, and the ellipsoid height obtained from the GPS measurements. At present, 

the Italian Military Geographic Institute (IGMI) realized approximately 20,000 km of high-precision 

levelling lines. Analysing the levelling network on the Campania region, it is noted that on the islands, 

such as Ischia, it is completely absent; this translates into the lack of reference points for verifying the 

geoid undulation on these areas. However, it should be noted that in this area, there is a levelling 

network (Galvani et al., 2021) realized by National Institute of Geophysics and Volcanology (Italian: 

Istituto Nazionale di Geofisica e Vulcanologia, INGV). 

In order to take into account the inconsistency between the GPS/levelling datum and the 

gravimetric geoid datum, 10 vertices of the IGM network with a uniform distribution in the test area 

were chosen. By adopting a four-parameter model and constructing a least squares system in 

Matlab®, the parameters a0, a1, a2 and a3 that characterise this inconsistency were determined. The 

residuals obtained from the difference between 𝑁𝑔𝑟𝑎𝑣𝑖𝑚𝑒𝑡𝑟𝑖𝑐𝑜  and 𝑁𝐺𝑃𝑆/𝑙𝑖𝑣, were subsequently 

interpolated by "kriging" method and added to the pre-adjustment 𝑁 model, i.e. the gravimetric one.  
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In the following graph (Fig. 7) the abscissae indicate the vertices taken into consideration, while 

the ordinates indicate the geoid undulation values, expressed in metres. In Fig. 7, the red bar indicates 

the pre-adjustment undulation, the green bar the post-adjustment undulation and the blue bar the 

levelling reference undulation; by comparing them, it can be seen that the green bar is closer to the 

blue bar, denoting the improvement of the geoid model following the adjustment. It follows that the 

high resolution of the geoid is related to the levelling network, therefore, the higher the number of 

vertices with known double elevation, the higher the accuracy of the geoid model.  

 

 
Fig. 7. Comparison of geoid undulations over ten benchmarks. 

 

The new geoid undulation model, obtained in the GEOTRAV reference system relative to the 

test area, is shown in Fig. 8. 

 

 
Fig. 8. Local geoid model on AOI. 
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4.2. 'Vertical shift' of the EGM2008 global geoid undulation model 

The global model provides a good part of the geoid undulation values, net of the contribution due to 

the influence of topography and strong gravimetric influences.  

For this reason, the undulation values of the geoid model EGM2008 were compared on the Campania 

region, where the contribution of topography is less relevant than in other areas (e.g. the Alps), with those 

obtained on the test area with the remove-restore technique with subsequent adjustment on the vertices by 

GPS/levelling (Pepe & Prezioso, 2016). 

The differences in geoid undulation between the two models were assessed on the basis of those 

parameters that provide information on the characteristic of the distribution of a one-dimensional 

variable, namely the first-degree moment (or mean) and the standard deviation (𝜎): 

( ) n

1 i ii=1
m =x x f       (34) 

( ) n2 2

i=1 i ix v f = =       (35) 

where 
if  is the relative frequency and with iv the following quantity: 

( )1mi iv x x= −      (36) 

In this case study, the differences of geoid undulation values showed mean and standard deviation 

values of 𝑚1(𝑥) = −0.21𝑚 and 𝜎 = 0.08 𝑚 with minimum and maximum values, respectively 

𝑚𝑖𝑛 = −0.76𝑚 and 𝑚𝑎𝑥 = +0.52𝑚. 

The analysis of the statistical data leads to the application of a constant translation equal to minus 

m1(x), to the EGM2008 model, obtaining a new local geoid model with minimum and maximum 

undulation difference values compared to the global one:  𝑚𝑖𝑛 = −0.16 𝑚, 𝑚𝑎𝑥 = +0.22 𝑚. 

5. CONCLUSIONS 

The development of algorithms in Matlab® environment allowed, using the remove-compute-

restore technique, to build a local geoid model. In this way, it was possible to obtain the values of the 

geoid undulation. The implementation of these algorithms in Matlab® is facilitated by the inclusion 

of numerous and increasingly powerful mathematical and algebraic functions in this environment. 

In particular, the research that led to the building of a local geoid model allowed to highlight 

several aspects on the study area: i) high performance of the EGM2008 global model on the Campania 

region; ii) "smoothing" effect of the geoid undulation values of the EGM2008 model on the small 

islands; iii) improvements of the geoid model obtains by introducing into the adjustment the values 

of the IGM vertices determined with GPS technology and subsequently connected to the levelling 

network. In addition, the realization of new levelling lines would allow to obtain a higher accuracy of 

the geoid model and thus make it available at a higher spatial resolution. 

Therefore, the geoid undulation, available in vector or raster format, can be used in several 

geomatics applications, such as the knowledge physical height by GNSS measurements. Indeed, 

GNSS-based applications are becoming increasingly common in various fields, such as topography, 

terrestrial or aerial photogrammetry and remote sensing.  

Furthermore, once the geoid undulation model has been computed, it is possible to calculate with 

elevated accuracy the components of the deflection of the vertical (the meridional component ξ and 

the East-West component or first vertical η) using the formulas of Vening Meisnez and useful in 

several geomatics applications. 
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ABSTRACT: 

Wind shear is one of the dangerous meteorological phenomena for aviation. This phenomenon is 

significant, especially at the lower level. The duration of wind shear events varies greatly, ranging from 

short to long. The best way to avoid accidents caused by wind shear is by predicting the event and the 

duration. Recent studies use Machine Learning (ML) as a nonlinear geostatistical method to predict 

wind shear utilizing wind observing instruments data. The data is conditioned into temporal data which 

is fed to the ML model. However, the ML model used is not a temporal ML model for time-series data 

but a generic model for a common type of data. Many studies claimed temporal models are better than 

generic ones to tackle temporal data. In this study, we propose Temporal Convolutional Network 

(TCN) to predict incoming wind shear duration and occurrence using an anemometer sensor network 

i.e., Low-level Wind Shear Alert System (LLWAS). The wind shear occurrence is derived from wind 

shear duration prediction. The proposed model is compared with other temporal models, i.e., Long-

Short Term Memory (LSTM) and Gated Recurrent Unit (GRU). Different schemes of total predictor 

were tested to find the best predictor scheme for wind shear prediction. To measure the performance 

of all models in all schemes, accuracy, False Alarm Ratio (FAR), Probability of Detection (POD), and 

Root Mean Squared Error (RMSE) metrics are used. The result is TCN dominating almost in all metrics 

used i.e., Accuracy, FAR, and RMSE for all schemes against LSTM and GRU. Scheme with 4 

predictors proved to bring the best performance of all models for wind shear duration prediction. The 

result proves TCN is the best temporal model for wind shear forecasting using LLWAS. For better 

wind shear duration prediction, the best scheme choice is the 4-predictor scheme. 
 

Key-words: Wind shear, Aviation, Machine learning, Geostatistical, Temporal Convolutional 

Network. 

1. INTRODUCTION 

Among the cause of aircraft accidents by meteorological phenomena, wind shear is the dominant 

factor (Huang, 2020). Its unpredictable nature makes an aircraft deviate from its track. By the 

direction, wind shear is distinguishable into 2 types, i.e., horizontal, and vertical wind shear. Harmful 

wind disturbances such as downbursts and microbursts are the kind of horizontal wind shear-type 

when they hit the ground (International Civil Aviation Organization, 2005). 

Some instruments have already been developed to detect such phenomena as wind shear, 

especially horizontal wind shear i.e., Low-level Wind Shear Alert System (LLWAS) (International 

Civil Aviation Organization, 2005). The LLWAS consists of a network of anemometers distributed 

around the runway. Using the network any wind divergence that occurs in the runway area captured 

by LLWAS is an indicator of wind shear occurrence.  

Other instruments i.e., Lidar Doppler and Terminal Doppler Weather Radar (TDWR) developed 

to detect wind shear is remote sensing-based tool (Chen et al., 2017; Chun et al., 2017; International 
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Civil Aviation Organization, 2005; Nechaj et al., 2019; Shun and Chan, 2008; Thobois et al., 2019). 

Those Remote sensing instruments can detect wind shear at any height unlike LLWAS, but they are 

susceptible to the weather condition. Lidar Doppler is good in fine weather but bad at rainy weather 

in contrast with TDWR. On the other hand, LLWAS can work well in any weather condition 

(International Civil Aviation Organization, 2005). Furthermore, LLWAS can detect wind shear faster 

because have a faster measurement cycle. 

For the pilot to better avoid the wind shear area, information on the potential wind shear area 

must be obtained by the pilot before the wind shear occurs. Therefore, wind shear prediction is a must. 

Recent research regarding wind shear prediction is dominated by numerical and Geostatistical 

methods. Geostatistical method used for wind shear prediction dominated by Machine Learning (ML) 

(Bolgiani et al., 2020; Chan and Hon, 2016; Hou and Wang, 2019; Kwong et al., 2012; Lee et al., 

2020; Liu et al., 2012; Wong et al., 2008; Yan et al., 2020). Previous studies suggest numerical 

methods tend to have longer lead time but need massive computation power and the ML method 

doesn't need extensive computing resources and produces faster prediction but a shorter lead time. 

Possessing a shorter lead time is not a problem if the system can produce a swift forecast nevertheless 

but not everyone has a sizeable computation power. 

Prior research about wind shear prediction using ML, the source data used is from wind shear's 

instrument detection system. Mostly use Lidar Doppler as a data source for the ML model (Kwong et 

al., 2008; Liu et al., 2012; Wong et al., 2008). Other studies used an anemometer and LLWAS (Liu 

et al., 2012; Ryan et al., 2021). Lidar Doppler as a data source of the ML model will have the same 

cons which can’t predict wind shear in rainy conditions (Gultepe et al., 2019). An anemometer can 

only forecast in a narrow area. On the other hand, LLWAS can do a forecast in any weather condition 

and cover the entire runway area (Ryan et al., 2021). 

Wind shear occurs with varying duration. Wind shear happens in a matter of seconds, minutes, 

or hours (International Civil Aviation Organization, 2005). Prior studies using ML to predict wind 

shear only have a limited time frame prediction so it can't handle all possible wind shear. 

This paper proposes a new approach to predict wind shear using a Temporal Convolutional 

Network (TCN) as an ML model and LLWAS in Soekarno-Hatta airport as the data source. TCN is 

used to forecast the duration of incoming wind shear. Ryan et al (2021) suggest TCN exceeds the 

generic ML model for wind shear prediction i.e. Multi-layer Perceptron (MLP). Nevertheless, the 

model has not been compared against another time-series model. This paper will compare TCN 

against Long-short Term Memory (LSTM) and Gated Recurrent Unit (GRU). Another difference is 

the model will do a regression task to predict the duration of incoming wind shear instead of a 

classification task. When the duration's prediction is below the threshold, it's treated as "no wind 

shear" conversely "wind shear occurrence". Using this approach, the model can predict multiple tasks 

without using multiple models which is an efficient approach compared with previous studies. 

2. STUDY AREA  

Soekarno-Hatta airport is in Tangerang, Indonesia at 6o 7' 32.0016” latitude South and 106o 39’ 

20.9880” longitude East. The airport has 2 runway zones and 12 LLWAS anemometers are 

surrounding them as shown in Fig. 1. The blue star icon in Fig. 1 is an anemometer and 2 red lines 

are runway zones. A runway zone is an area that aircraft will approach or use for landing and takeoff 

necessities. Thus, runway zone not only includes the runway itself but along its way needed for 

landing and takeoff. LLWAS Wind shear warning data is derived from wind speed and direction data 

through a divergence analysis algorithm (Wilson, 1991). The analysis of the divergence area is 

conducted by involving a combination of 3 sensors from 12 existing sensors and comparing their wind 

measurement. Those 3 sensors represent the zone surrounded by them. 

When a particular area has a divergence value that surpasses the threshold, LLWAS will treat the 

area as a wind shear zone. Since there are 2 runways in Soekarno-Hatta airport, LLWAS divides the 

runway area into 4 parts for each end of the existing runway. 
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Fig. 1. LLWAS anemometer placement at Soekarno-Hatta airport. 
 

The name of the runway area is presented in Table 1. Wind shear events detected by LLWAS 

can be in 1 area or more overlap with the other 3 areas. The Detection cycle of LLWAS is done every 

10 seconds. 
                                                                                               Table 1.  

All runway zone name in Soekarno-Hatta airport. 

Runway zone name 
Tip Coordinate 

Latitude Longitude 

07L 6o 8' 2.3" S 106 o 36' 10.1" E 

25R 6 o 5' 45.6" S 106 o 42' 2.6" E 

07R 6 o 9' 19.3" S 106 o 36' 37.4" E 

25L 6 o 6' 59.3" S 106 o 42' 30.8" E 

3. DATA AND METHODS 

3.1. Low-level Wind Shear Alert System (LLWAS) data 

LLWAS data consist of wind speed and direction data and wind shear warning data. Wind speed 

and direction data become predictors meanwhile wind shear data is the predictand. The data period 

used for the experiment is from February 1 to April 18, 2020. The total dataset from the period is 

2661128. Wind shear warning labeled data content made up only 0.042% and the rest is no wind shear 

warning data. Under-sampling was applied to manage this unbalance dataset. All "wind shear 

warning" labeled data is included in the dataset and "no wind shear warning" labeled data is chosen 

randomly from the whole dataset as much as wind shear warning data total. Data quality is also 

checked, any datum with typing error or empty discarded. After quality control and under-sampling, 

the total dataset used for each scheme is listed in Table 2. 
                                                                                     Table 2.  

Total each label in the dataset for every experiment scheme. 

Scheme 
Wind Shear 

Occurrence 

No Wind Shear 

4 Predictors 915 955 

6 Predictors  675 715 

12 Predictors 352 392 
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3.2. Temporal Convolutional Network (TCN)  

 TCN is a one-dimensional Convolutional-based neural network model for temporal data (Lea et 

al., 2016). Besides the dimension, TCN has an additional property called dilation (𝑑) which depend 

on dilation rate (𝑟) as in (1). The dilation value will expand the more the TCN layer (l) increase. 

𝑑 =  𝑟𝑙       (1) 

 How dilation affects processing data in TCN is shown in Fig. 2. In most cases, dilation is set 

to 2 (Hewage et al., 2020; Yan et al., 2020). Dilation is a gap among data treated by a TCN filter in a 

layer.  

 

Fig. 2. TCN with dilation rate set as 2. 

 Another difference between TCN and ordinary Convolutional Neural Network (CNN) is the 

layer-to-layer processing data as shown in Fig. 3. There is no Max/Average Pooling after the 

activation function (Hewage et al., 2020; Yan et al., 2020). To avoid vanishing or exploding gradients 

due to deep layers, layer to layer processing data in TCN employ Residual Network (ResNet) (Tai et 

al., 2017). That is one extra process after filtering and activation function. Normally, TCN using 

Rectifier Linear Unit (ReLU) as an activation function (Abueidda et al., 2021; Hewage et al., 2020; 

Ryan et al., 2021). 

Fig. 3. Data processing block in TCN using ResNet for this study. 
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3.3. Long-Short Term Memory (LSTM) 

 LSTM is a popular Recurrent Neural Network (RNN) variant model that specializes in the time 

series model. An RNN has a loopback block computation that uses input data and output from the 

previous loop of the block. A vanilla RNN can’t handle too long time series data because it can trigger 

a vanishing gradient (Fei and Tan, 2018). To patch this problem, a new variant of RNN with additional 

operation from base RNN was invented i.e., LSTM (Zhao et al., 2018). The extra operation in LSTM 

is represented in forget gate (f),input gate (i),memory gate (g) and output gate (o) as shown in Fig. 4. 

 

Fig. 4. LSTM architecture. 

Forget gate is used to decide which part of the input to ignored, the input and memory gate 

determine which part to update, and the output gate computes the output LSTM block (Sadique and 

Sengupta, 2021). LSTM block will output 2 values i.e., cell state (c) and the real output (o) which will 

become for the next loop. 

3.4. Gated Recurrent Unit (GRU) 

 GRU is another popular RNN besides LSTM. GRU has the same gate as LSTM except it doesn’t 

have an output gate (Sadique and Sengupta, 2021). Similar to LSTM, GRU is immune to the vanishing 

gradient. Because of the lack of output gate, GRU has fewer trainable weights and biases. Thus, GRU 

is slightly more lightweight to run than LSTM. 

3.5. Experiment Scheme 

 In this study, TCN will be used to do a regression task to forecast incoming wind shear duration. 

Wind speed and direction data from LLWAS transformed to west-east (𝑈) and south-north (𝑉) 

components. Furthermore, 𝑈 and 𝑉 data packed to become time-series data for every anemometer in 

LLWAS. The length of the time-series data tested in this study is 10 minutes. LLWAS has 10 seconds 

resolution data consequently time-series data length used is 60. 

 Wind shear duration (𝜔𝑑) data were obtained by using wind shear warning data. The number of 

consecutive warning times (𝜔𝑐) by LLWAS times resolution (2). 

𝜔𝑑 = 𝜔𝑐 × 10      (2) 

The minimum consecutive is 1, so the minimum duration value is 10. This minimum value is set as 

the TCN threshold to predict the presence or absence of wind shear shortly. The data processing to 

produce a prediction for wind shear duration and wind shear event is summarised in Fig. 5. The model 

used for the processing is TCN, LSTM, and GRU alternately. 
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Fig. 5. Flowchart for data processing to produce wind shear prediction. 

 

 Four areas monitored by LLWAS also become forecast zone for TCN. In this study, 4, 6, and 

12 anemometers were tested as the predictor to do a wind shear forecast for each area. Selected 

anemometers for every region in every scheme with 4 and 6 predictors are shown in Table 3. Twelve 

anemometers scheme predict every area using all anemometers. The selection is based on the nearest 

anemometers to the forecast area. The nearest sensor is the best data source to know the condition in 

a particular region (Gutierrez-Corea et al., 2016). 
                                                                                                                            Table 3.  

Predictor for every runway area in scheme 4 and 6 predictors. 

Anemometer 

Scheme 

4 Predictors 6 Predictors 

07L 25R 07R 25L 07L 25R 07R 25L 

#1  ✓        ✓       

#2  ✓    ✓    ✓    ✓   

#3        ✓    ✓    ✓ 

#4  ✓  ✓      ✓  ✓     

#5        ✓    ✓    ✓ 

#6      ✓  ✓      ✓  ✓ 

#7    ✓        ✓    ✓ 

#8      ✓        ✓   

#9    ✓        ✓    ✓ 

#10  ✓        ✓    ✓   

#11    ✓    ✓  ✓  ✓  ✓  ✓ 

#12      ✓    ✓    ✓   

 

 To benchmark the TCN's performance, LSTM and GRU will be the criterion model. All 

Hyperparameter configurations for those 3 models used for the experiment are listed in Table 4. These 

configurations were founded after trial and error which means to produce the best performance. LSTM 

and GRU will also have a similar threshold prediction as TCN and the same predictor set. 
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                                                                                   Table 4.  

Hyperparameter configuration used for experiment. 

Hyperparameter 
Model 

TCN GRU LSTM 

Layers 12 1 Stack 1 Stack 

Filter Size 10 - - 

Neurons 15 15 15 

Mini Batch Size 20 20 20 

Epoch 100 100 100 

Learning algorithm Adam Adam Adam 

3.6. Validation metric 

 Cross-validation 5-fold is used to measure all models' skills regardless of the scheme used. Thus, 

the dataset is split into 5 groups. Four groups will become the training dataset and the rest is the 

validation dataset. All groups alternately become validation datasets. Therefore there will be 5 times 

looping processes from training to validation  Models performance is measured using Root Mean 

Squared Error (RMSE) for wind shear duration and contingency table as shown in Table 5. Ground 

truth is obtained from cross-validation which is predictand of validation data. Furthermore, prediction 

value is a prediction obtained by using validation predictors data as an input model. Contigency table 

metric then derived to get accuracy (𝑎𝑐𝑐), Probability of Detection (POD) and False Alarm Ratio 

(FAR) given in (3-5) (Thobois et al., 2019). Since the performance was measured using cross-

validation 5-fold, at the end of the experiment there will be 5 RMSE and contingency table derived 

metric values. The average of all metric values is calculated to summarize them. 
 

                                                                                     Table 5.  

Contingency table product. 

  
Prediction Value 

Right Wrong 

Ground 

Truth 

Right Hit (H) Miss (M) 

Wrong 
False Alarm 

(FA) 

Correct 

Negative 

(CN) 

 

𝑎𝑐𝑐 =  
𝐻+𝐶𝑁

𝐻+𝐶𝑁+𝑀+𝐹𝐴
     (3) 

𝑃𝑂𝐷 =  
𝐻

𝐻+𝑀
      (4) 

𝐹𝐴𝑅 =  
𝐹𝐴

𝐹𝐴+𝐶𝑁
      (5) 

𝑅𝑀𝑆𝐸 =  √∑
(�̅�𝑟−𝑑𝑟)2

𝑛

𝑛
𝑖=1       (6) 

where: 

𝑎𝑐𝑐 =  𝑎𝑐𝑐𝑢𝑟𝑎𝑐𝑦      

𝑃𝑂𝐷 =  Probability of Detection        

𝐹𝐴𝑅 =  False Alarm Ratio        

𝑅𝑀𝑆𝐸 =  Root Mean Squared Error       
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4. RESULTS 

The output of this intelligent system is presented in a web display application as shown in Fig. 6 

and 7. Fig. 6 is a display condition when the model predicts wind shear duration below 10 seconds 

for all runways zones. Therefore, the model predicts that is there is no incoming wind shear for all 

runway zones. Fig. 7 shows the display when there is wind shear in several runway zones. The display 

shows the wind shear duration estimation when the model predicts incoming wind shear in that 

runway zone.   

 

 

Fig. 6. Display condition when there is no wind shear incoming predicted. 

 

 

Fig. 7. Display condition when there is a wind shear predicted in several runway zones. 

 

The TCN, LSTM, and GRU mean error convergence can be seen in Fig. 8. All models show the 

error decreased rapidly at the beginning phase of training and converged at some point. All models 

look converged after epoch 20. GRU looks converged a little late compared with TCN and LSTM. 

The validation error pattern for all models looks similar to training errors which means the training 

dataset has an alike pattern with training data. Overall, error in train and test data set for all models 

are very close which mean they can learn well. 
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Fig. 8. Error convergence of all models. 

 

All models' performance for all schemes is listed in Table 6. In the 4 predictors scheme, TCN 

has the best score in all metrics. Thus, TCN has the best performance for predicting wind shear 

duration and occurrence in the 4 predictors scheme. The second-best model is LSTM which all metrics 

show superiority over GRU.  
                                                                                                                Table 6.  

All models’ performance. 

Model Scheme 
Average 

Accuracy FAR POD RMSE 

GRU 

4 predictors 0.857 0.202 0.933 22.874 

6 predictors 0.888 0.148 0.933 25.597 

12 predictors 0.860 0.201 0,962 78.718 

LSTM 

4 predictors 0.903 0.122 0.936 21.912 

6 predictors 0.899 0.139 0.944 36.549 

12 predictors 0.918 0.118 0.971 68.780 

TCN 

4 predictors 0.925 0.088 0.942 17.534 

6 predictors 0.920 0.104 0.948 20.611 

12 predictors 0.918 0.083 0.919 81.723 

 

TCN still becomes the best model in the 6 predictors scheme. All metrics show TCN excellence 

over any other models in the scheme. TCN metrics in this scheme are not much different from TCN 

in the 4 predictors scheme. In this scheme, LSTM becomes the second-best model for predicting wind 

shear occurrence for having better average accuracy, FAR, and POD. Nevertheless, GRU exceeds 

LSTM regarding wind shear duration with a big margin in the average RMSE. 

For the 12 predictors scheme, LSTM is the best performance model. LSTM and TCN have same 

average accuracy. LSTM average POD in this case is the biggest in all schemes against any model.  
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In contrast with other scheme, TCN here has the biggest average RMSE which means the worst for 

predicting wind shear duration. 

The best model in average accuracy and RMSE is TCN in 4 predictors scheme. For FAR metric, 

the best model with the lowest average FAR is TCN using 12 predictors. That average FAR value is 

nearly same with TCN in the 4 predictors scheme which is the second-best model in average FAR 

metric. Their average FAR difference is subtle (only 0.005). In the average POD metric, the best 

model is LSTM using 12 predictors. 

5. DISCUSSION  

The metrics value in Table 6 shows TCN superiority over criterion. From 4 metrics, TCN reign 

in 3 metrics as the best model. The superiority of TCN over other time-series models match fed with 

prior studies (Hewage et al., 2020; Yan et al., 2020; Zhu et al., 2020). Different from previous studies, 

this study proves TCN can outmatch classification tasks derived from regression values. TCN can 

detect incoming wind shear well in all schemes (POD > 0.9) with minimum false alarm (FAR >= 0.1) 

against other models. 

The TCN performance for predicting incoming wind shear looks not significantly affected by 

total predictors. This also applies to criterion models. There is no significant difference in the average 

accuracy, POD, and FAR for the same model with a different scheme. However, in predicting wind 

shear duration, the different scheme brings significantly different average RMSE value. TCN with 4 

and 6 predictors do not have a significantly different average RMSE but have a great difference with 

12 predictors. This also applies with GRU, which is the difference average RMSE value between 4 

and 6 predictors scheme is 2.723 but against 12 predictors scheme, the difference is 55.784. This is 

different with LSTM where all schemes have a significant difference in average RMSE (>5). 

However, the experiment shows the fact that the 12 predictors scheme has the biggest average RMSE 

for all models. 

The increase in the number of predictors must be accompanied by an increase in the dataset. 

Nonetheless, the scheme with the largest total predictor in this experiment has the lowest total dataset. 

This causes the model can't learn well the general pattern of the dataset. For a regression model, the 

effect is an increase in RMSE value. Wind shear duration is a product of the regression model, that 

why the average RMSE value for 12 predictors is huge compared with another scheme. For wind 

shear duration prediction, the best scheme is the 4 predictors scheme which is has a biggest total 

dataset. This finding underlines the importance of the total dataset over the model used for wind shear 

duration prediction. 

Overall, the experiment show TCN outperforms all criterion models slightly for this case. The 

criterion models have high performance because they are specializing in time series problems. 

Therefore, the difference in performance between TCN and criterion models is not significant. This 

finding is similar to (Gopali et al., 2022) and (Sadique and Sengupta, 2021) in a different case. 

Previous studies already confirm that convolutional network architecture is better than generic 

recurrent network architecture for sequence modeling across different tasks (Bai et al., 2018). 

Additional property for a convolutional network in TCN i.e., dilation makes the model can handle a 

long sequence data to perfect the model for sequence modeling. 

6. CONCLUSIONS 

This paper introduced a new way to predict wind shear using ML which can predict the wind 

shear occurrence and duration with just 1 model. The proposed model can reign over criterion models 

almost in all metrics. The proposed model can predict well if fed with enough training datasets. The 

proposed model’s RMSE increases significantly as the total dataset decrease and the total predictor 

increase. Nevertheless, the proposed model can achieve high accuracy (>0.9) in any scheme. 

Furthermore, the proposed model can converge fast enough against criterion models. 
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ABSTRACT:  
Referring to a total lockdown due to COVID-19 in Metropolitan France, this study investigates the 

geospatial correlation between nighttime light emission and the relative change of NO2 air pollution 

(dNO2 %). To address the research problem, near-surface NO2 data and nighttime light data were 

implemented. Stable night lights were obtained for a long period on average (2014-2019) using Day-

Night Band (DNB) data from the Visible Infrared Imaging Radiometer Suite (VIIRS). The relative 

change in tropospheric NO2 was calculated using Sentinel-5P satellite data from the Tropospheric 

Monitoring Instrument (TROPOMI). The dNO2 calculation was performed considering an equivalent 

reference period (April 2019) to the major lockdown period in France (April 2020). The correlation 

between the variables DNB nighttime lights and dNO2 was tested with a statistical T-test. The findings 

revealed an intense phenomenon of decreasing NO2 air pollution in France (decreases by -25% to -

50%). Decreases < -50% were mainly recorded in the greater Paris metropolitan area, in Alsace, and 

other locations. The results showed a strong and statistically significant inverse geospatial correlation 

between the two variables under anti-COVID-19 control measures. The higher was the emission of 

nighttime lights, the higher was the degree of tropospheric NO2 decrease in the regions of France 

(R2=0.72). It is concluded that employing remote sensing techniques, DNB nighttime light is a reliable 

indicator to estimate the degree of air decontamination. DNB as an independent variable is 

recommended for future research on changes in the concentration of other pollutant gases. 
 

Key-words: Satellite data, NO2, Decontamination, Visible to near-infrared, Constraint, France 

1. INTRODUCTION AND LITERATURE REVIEW 

Is there a connection between emitted nighttime lights and the drop in NO2 air pollution caused 

by the measures taken against COVID-19? 

The outbreak of the novel SARS-CoV-2 coronavirus caused a great impact on global society. It 

was estimated that the pandemic may have slowed the global economy by 3% to 6% in 2020 (Jackson 

et al., 2021) having negative repercussions on whole societies. 

From March, countries’ governments imposed total or partial confinements leading to curfews 

(WHO, 2020a, 2020b). Moreover, transportation limitations were implemented in several countries. 

Consequently, the anti-COVID-19 measures have slowed the anthropogenic activities, resulting in a 

decrease in air pollution (Cameletti, 2020; Dutheil et al., 2020; Kumari & Toshniwal, 2020; 

Muhammad et al., 2020; Rugani & Caro, 2020; Zaib et al., 2021; Zambrano-Monserrate et al., 2020). 

In France, the first total lockdown lasted between March 17, 2020 and May 11, 2020 (Gouvernement 

Français, n.d.). Many impacts of human activities on the environment can be remotely monitored 

using satellite data. Nighttime light emissions represent an indicator of population density, 

urbanization, and economic development of regions (Levin & Zhang, 2017; Small & Elvidge, 2013). 

Furthermore, these emissions have an impact on human health and ecosystems (light pollution) 

(Gaston et al., 2013; Koo et al., 2016). 

The use of night light data for economic growth studies is well known (Beyer et al., 2018; Ghosh 

et al., 2017; Ivan et al., 2020; Prakash et al., 2019). Besides, there are recent studies that addressed 

the phenomenon of dimming night lights during COVID-19 lockdowns (Bustamante-Calabria et al., 

 
1 Université de Lorraine, Laboratoire LOTERR-EA7304, Île du Saulcy, 57045 Metz, France,                              

kamill-daniel.kovacs@univ-lorraine.fr  

http://dx.doi.org/10.21163/GT_2022.171.08
mailto:kamill-daniel.kovacs@univ-lorraine.fr
https://orcid.org/0000-0001-7908-7222


 Kamill Dániel KOVÁCS / NIGHTTIME LIGHT EMISSIONS EXPLAIN THE DECLINE IN NO2  … 105 

 
 

2021; Elvidge et al., 2020; Ghosh et al., 2020; S. Zheng et al., 2021). Low-light imaging satellite 

sensors were also implemented to detect dimming and recovery of night lights after natural disasters 

(Román et al., 2019; Zhao et al., 2018; Y. Zheng et al., 2019) or other social problems (e.g. wars) (Li 

et al., 2018), humanitarian crises (Zhang et al., 2020), or economic collapse (Elvidge et al., 2016).NO2 

data from both satellite sensors and on-site measurements were used in previous studies that addressed 

air pollution decrease during the pandemic (Chan et al., 2021; Ikhlasse et al., 2021; Tian et al., 2021). 

This study’s purpose is to examine the geospatial relationship between night light emission and 

the decline in NO2 air pollution over Metropolitan France during the first total confinement (April 

2020). Sentinel-5P satellite data with high spatial resolution were used to calculate the change in 

tropospheric NO2 concentration. Night lights were obtained using low-light satellite imagery data 

collected by the National Aeronautics and Space Administration and National Oceanic and 

Atmospheric Administration’s (NASA/NOAA) Visible Infrared Imaging Radiometer Suite (VIIRS) 

Day-Night Band (DNB). 

The novelty that this study brings to the literature is to determine the geospatial connection 

between the intensity of nighttime anthropogenic activity and the air decontamination observed under 

mobility control measures. The research hypothesis was raised that the greater the night light emission 

in a certain territory, the greater the decline in NO2 air pollution during the first month of total 

lockdown. 

2. DATA USED 

Night light radiance data were retrieved from Suomi National Polar-orbiting Partnership’s 

(SNPP) Visible Infrared Imaging Radiometer Suite (VIIRS) that is compatible with the DNB sensor, 

providing global daily measurements of night lights in the visible and near-infrared (NIR) bands of 

the electromagnetic spectrum. VIIRS DNB is ultra-sensitive even in low light conditions, which 

allows generating high-quality by-products in terms of resolution and sensor calibration. Through 

these enhancements, VIIRS DNB products allow monitoring nighttime events and light emission 

sources associated with human activities. 

VIIRS DNB data product contains the nocturnal radiance obtained in the upper part of the 

atmosphere. The VNP46A1 sensor contains 26 datasets, including sensor luminosity, azimuth and 

zenith angles, cloud mask, shortwave infrared radiance, brightness temperature, moon phase angle, 

moonlight fraction, and other quality indicators. With millions of times intensification of the signal, 

the DNB band detects electrical lighting on Earth's surface (Miller et al., 2013). The data is pre-

processed to remove cloud cover, solar and lunar pollution, forest fires, and auroras (Elvidge et al., 

2017). In this study, nighttime light data of monthly averaged composites of radiance were used from 

VIIRS’s DNB. The data were accessed using Google Earth Engine (GEE) platform with lines of code.  

The collection called in GEE was ee.ImageCollection 

(“NOAA/VIIRS/DNB/MONTHLY_V1/VCMSLCFG”) (Earth Engine Data Catalog, n.d.-c). The 

VIIRS Cloud Mask Stray Light Corrected Nighttime DNB Composites (VCMSLCFG) were retrieved 

(Elvidge et al., 2021). This data is available from 2014-01-01. The used VIIRS DNB has 463.83 m 

spatial resolution. 

Near-surface NO2 data were obtained from the TROPOspheric Monitoring Instrument 

(TROPOMI) sensor onboard the Sentinel-5P satellite. TROPOMI detects atmospheric NO2 density as 

concentrations via optical depth techniques in three vertical columns: total, stratospheric, and 

tropospheric. Tropospheric NO2 data was accessed using GEE, by calling the ee.ImageCollection 

(“COPERNICUS/S5P/OFFL/L3_NO2”) collection. The ‘Offline’ (OFFL) product was used instead 

of the ‘Near-real time’ (NRTI) product because it is considered slightly more accurate (Earth Engine 

Data Catalog, n.d.-a; Verhoelst et al., 2021). The band “tropospheric_NO2_column_number_density” 

was used, which provides NO2 data from the tropospheric vertical column. The vertical column means 

the ratio between the density of the inclined NO2 column and the factor of the total air mass. This data 

is available from 2018-06-28. In addition to the raster data, tropospheric NO2 time series data were 

obtained from TROPOMI and Aura Ozone Monitoring Instrument (OMI/Aura) (Krotkov et al., 2019). 
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3. TECHNIQUES 

3.1. Obtaining DNB nighttime lights and tropospheric NO2 data, and calculating the relative 

NO2 change 

VIIRS DNB data was obtained using the GEE platform through javascript code (Kovács, 2021). 

The DNB images used represented monthly average radiances. Because this data is compiled 

monthly, there are areas where it is difficult to get good data coverage due to cloud cover or poleward 

solar illumination. Considering these technical aspects of the DNB data, an image representing annual 

average nightlight radiances between 2014-2019 was created over the territory of Metropolitan 

France. The ‘cf_cvg’ band was selected not assuming zero (0 indicates no observation of lights). 

Cloud cover was determined using VIIRS Cloud Mask (VCM). Based upon quality indicators, DNB 

data was subjected to a filtering process excluding the data affected by the “parasitic” light (rays, 

fires, ships, solar lighting, cloud cover, and temporary lights). Finally, the resulting DNB image was 

exported from GEE for subsequent analysis. 

Tropospheric NO2 data was also retrieved through the GEE platform by accessing Sentinel-5P’s 

collection. Daily averaged images were created for April 2019 (lockdown-free reference period) and 

April 2020 (lockdown period) over Metropolitan France. The conversion of Level 2 (L2) data to Level 

3 (L3) gridded data was performed using the harpconvert tool and bin_spatial operation. Then, the 

original NO2 data was filtered to remove pixels with QC (quality control) values less than 75% for 

the NO2 tropospheric density band (Earth Engine Data Catalog, n.d.-b). In the last step, the resulting 

two rasters representing NO2 concentrations over France were exported from GEE for the subsequent 

analysis.  

Accordingly, the NO2 relative change (%) between the confinement-free period (RP) and the 

period under lockdown restriction measures (LP) was determined as follows ( 1): 

 

𝐶ℎ% = (
𝑋𝑎
𝑋𝑏

− 1) ∗ 100 

( 1) 

 
 

where 𝐶ℎ% is the relative change (%) between RP and LP, 𝑋𝑎 is the raster image representing the 

NO2 concentrations during LP, and 𝑋𝑏 is the raster image representing the NO2 concentrations in the 

equivalent calendar period RP. 

3.2. Time series of average NO2 evolution 

To check the temporal evolution of NO2 in 68 cities of France, time-series data analysis was 

performed using Savitzky–Golay filter. The Savitzky–Golay filtering method is based on the 

calculation of a local polynomial regression (of degree k) with at least k+1 equispaced points 

(Savitzky & Golay, 1964). The obtained result is a function similar to the input data but smoothed 

avoiding the presence of noise. An optimal window length of 101 with polynomial order 2 was chosen 

for the filter. The filter was made with Python using scipy.signal library: “from scipy.signal import 

savgol_filter”. The Savitzky–Golay filter is defined as follows (Savitzky & Golay, 1964) ( 2): 

 

 

𝑌𝑗 = ∑ 𝐶𝑖𝑦𝑗+𝑖,
𝑚 + 1

2

𝑚−1
2

𝑖=
1−𝑚
2

≤ 𝑗 ≤ 𝑛 −
𝑚 − 1

2
 

( 2) 

 

 

where {𝑥𝑗 , 𝑦𝑗}, 𝑗 = 1,… , 𝑛, are the set of points, 𝑥𝑗  is the independent variable, and 𝑦𝑗  is the observed value. The 

points are treated with a set of 𝑚 convolution coefficients: 𝐶𝑖. 
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3.3. Establishing and testing the correlation between geospatial variables 

The spatial correlation analysis between the geospatial variables DNB nighttime lights and 

relative NO2 change (dNO2) was performed by implementing zonal statistical computations for a 

given administrative-territorial units’ level, which were the regions of Metropolitan France. For this 

purpose, the ‘Zonal Statistics’ tool of QGIS was used. For the regional units, in the case of the variable 

dNO2, the average relative change value was assumed and in the case of the variable DNB night lights, 

the value of the most represented majority was considered. The majority statistic is a measure that 

returns the most represented and prevalent pixel value in a given spatial feature. Further, the 

correlation (R) and determination (R2) coefficients were computed. T-test was used to verify the 

statistical significance of the correlation coefficient between the variables DNB and dNO2. The T-test 

determines if the correlation between two variables differs significantly from zero. In a T-test for 

correlation, the statistically significant difference from 0 indicates that both variables are 

interdependent. Based on the null hypothesis (H0) of the test, it is assumed that there is no difference 

from 0 (𝜌 = 0), while the alternative hypothesis for that (H1) states that the correlation between the 

two variables is statistically different from 0 (𝜌 ≠ 0). The t-test value was calculated as follows 

(Kanji, 2006) ( 3): 

𝑡𝑟𝑥𝑦 =
𝑟𝑥𝑦√𝑛 − 2

√1 − 𝑟𝑥𝑦
2

 
( 3) 

 

 
with Student T distribution and 𝑛 − 2 degrees of freedom (df). 𝑟𝑥𝑦 is the correlation coefficient between DNB 

and dNO2, 𝑟𝑥𝑦
2  is the coefficient of determination, and 𝑛 is the total number of even observations. H0 is maintained 

if the T-test result is 𝑡𝑟𝑥𝑦 ≤ 𝐶𝑉 (critical value from the Student t Distribution Table, based on df). Otherwise, H0 

is rejected by opting for H1 if the test’s output is 𝑡𝑟𝑥𝑦 > 𝐶𝑉. This analysis assumed α = 0.05 level of statistical 

significance. Concerning the p-value, H0 is maintained if 𝑝 > 0.05, and H1 is true if 𝑝 < 0.05. 

4. RESULTS 

Remote sensing results on DNB nighttime lights observed over a long period (2014-2019) 

revealed the main areas of high anthropogenic impact in Metropolitan France (Fig. 1). Generally, the 

highest radiance values correspond to densely populated cities and their conurbations. The DNB 

values, beyond indicating the presence of human settlements, reflected several socio-economic 

aspects of the territory such as unequal population density, emptying areas, monopoly of the capital-

city in the hierarchy of settlements, more developed areas with greater economic potential, and terrain 

orography. The visualization of stable nighttime lights (2014-2019) provided a different perspective 

of the territory of Metropolitan France. Unlike daytime remote sensing, this type of satellite data 

provides a valuable picture of the spatial distribution of multiple sources of nighttime illumination. 

The nighttime light data revealed social-economic patterns relating to urban environments and 

anthropogenic activity. Mostly, in the case of France, these relate to electrification and transportation 

in the national territory. The Greater Paris metropolitan area in the Île-de-France region stood out 

above the rest of the country. Other spots corresponding to large cities and their conurbations (Lyon, 

Marseille, Nice, Toulouse, Nantes, Lille, Bordeaux) were also highlighted. Apart from the capital 

city, zones with high DNB radiance emission were identified along the Mediterranean coast, in the 

Saône-Rhône valley, in Alsace, and near the Belgian border at the north. 

Results of the TROPOMI sensor’s high spatial resolution data showed a significant overall 

decline in tropospheric NO2 concentrations during the full-month total lockdown of April 2020 in 

Metropolitan France compared with the previous reference period ( 

Fig. 2a, b). Particularly, northern regions experienced a sharper and more general decrease than 

the other areas of France (i.e. Île-de-France, Hauts-de-France, Grand Est, Bourgogne-Franche-Comte, 
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Centre-Val de Loire, Pays de la Loire, Bretagne, Normandie). Auvergne-Rhône-Alpes region also 

experienced a salient reduction in air pollution. 

 

 
Fig. 1. Stable nighttime lights in France during 2014-2019. 

The decrease in NO2 levels was less pronounced in the southern, south-western regions, (i.e. 

Nouvelle-Aquitaine, Occitanie, Provence-Alpes-Côte d’Azur, Corse), but was still evident in some 

densely populated areas. Based on these results, it can be stated in general that the NO2 decline 

phenomenon was more noticeable in all major cities of the country ( 

Fig. 2a, b). 

Based on the relative changes detected in NO2 concentrations (dNO2 %) over the entire 

Metropolitan France, results showed that there were extensive areas experiencing decreases ranging 

from -25% to -50% (Fig. 3). It was determined that the greatest drop in air pollution occurred 

predominantly in the northern parts (in Île-de-France, Grand Est, and Centre-Val de Loire regions) 

where NO2 was decreased by <= -50% in several areas, especially around the city of Paris and in the 

Alsace region. However, the central and southern areas of the country also experienced reductions 

ranging from -25% to -50% and even below -50%. This was especially perceptible around large cities 

(Marseille, Nice, Lyon, Limoges, Toulouse, Montpellier) and localities in mountainous valleys (the 

Pyrenees, Alps, Massif Central, Corsica). 

Consequently, during total confinement, NO2 pollution levels decreased significantly in northern 

France across a west-east line, as well as in the Saône, Rhône, and Isère valley regions across a north-

south axis (Fig. 3). Besides, significant decreases occurred locally in the south-southwest zones too. 

Overall, on average, Île-de-France has experienced the most decline (-39.03%), followed by Grand 

Est (-33.69%) and Centre-Val de Loire (-31.71%) regions. By regional average, the smallest decrease 

in NO2 was recorded in the case of Corsica Island (Corse), where a slight increase was detected 

compared with the reference period (4.07%). This was followed by Nouvelle-Aquitaine (-11.04%) 

and Provence-Alpes-Côte d'Azur (-12.02%) regions. 
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Fig. 3. Relative NO2 change (dNO2 %) during April 2020 attributed to COVID-19-induced total confinement 

in Metropolitan France. 

The regression and correlation analysis with the T-test demonstrated that there was a statistically 

significant inverse relationship between the intensity of DNB night lights and decreases in NO2 

concentrations during total confinement in Metropolitan France (Fig. 4).  

 

 

Fig. 4. Scatter diagram of the relationship between DNB and the relative change in NO2 concentrations in the 

troposphere during April 2020 (COVID-19 lockdown) in French regions. 
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The correlation coefficient between DNB night lights and dNO2 was R = -0.72. The coefficient 

of determination between the two variables using a quadratic function curve was R2 = 0.72. Based on 

the T-test for correlation, it was found that: T(11) = -2.922 > CV = 2.201, α = 0.05; p = 0.014. 

According to these findings tested with statistical methods, as the intensity of night lights was higher, 

the greater was the decrease in NO2 pollution in France due to anti-COVID-19 measures. 

Tropospheric NO2 time series data in 68 cities evidenced that two peaks of high NO2 concentration 

occurred each year, one in autumn and the other during winter-spring. Lower NO2 levels tended to 

occur during summer. The Savitzky-Golay filter indicated that during the total lockdown in 2020, the 

second peak was much smaller than in 2018, 2019, or 2021. Past observations indicated that after the 

first peak follows a second one. However, time-series data showed that during total lockdown the 

second peak was diminished (Fig. 5). This result indicated that during April 2020 the previous 

“normal” behavior of the NO2 was modified due to the anti-COVID-19 measures. 

 

Fig. 5. Time series evolution of the tropospheric NO2 concentration in 68 cities of Metropolitan France 

measured by (a) the TROPOMI and (b) OMI. 

5. DISCUSSION 

The results of this study indicate that there was a strong geospatial correlation between the past 

emission of nighttime lights and the relative change in near-surface NO2 concentration. Using 

TROPOMI data, the analysis revealed that during total confinement there was a strong NO2 air 

pollution reduction phenomenon over most of the territory of Metropolitan France. Taking a reference 

period prior to COVID-19 confinement, it was found that NO2 levels dropped by -25% to -50% over 
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large areas of the country, and an even greater drop of -50% was recorded in the vicinity of Paris (Île-

de-France), in areas of the Grand Est (Alsace) and the localities of the Pyrenees and Alps valleys. 

Generally, a reduction of -25% - (-50%) was detected in all major cities (Fig. 3). The study also found 

a statistically significant connection between DNB night lights (independent variable) and the degree 

of NO2 decrease in the context of anti-COVID-19 measures (dependent variable). 

In accordance with the research’s hypothesis, the study showed that the higher the intensity of 

nighttime light emissions in a given territory, the greater the NO2 decontamination of the air (Fig. 4). 

This clearly indicates the relationship between the impact of anthropogenic activities estimated by 

remote sensing observations and their effect on the change of atmospheric pollution (Levin & Zhang, 

2017; Small & Elvidge, 2013). This suggests that nighttime lights are also an indicator of atmospheric 

pollution and the potential degree of decontamination, in addition to their consequences on 

ecosystems and the health of living beings (Gaston et al., 2013; Koo et al., 2016). The stable 

correlation between DNB night lights and dNO2 showed that air pollution is also a social-

environmental problem that can be studied with satellite sensor’s nighttime lights imaging data (Zhao 

et al., 2018; Y. Zheng et al., 2019, Zhang et al., 2020, Li et al., 2018). 

As an alternative to previous research, in terms of mobility control measures, this study provides 

new insight into the relationship between nighttime light emission before the COVID-19 crisis and 

air pollution reduction during COVID-19 also detected with remote sensing techniques (Chan et al., 

2021; Ikhlasse et al., 2021; Tian et al., 2021). Observations on the magnitude of the NO2 decrease due 

to COVID-19 control measures were in agreement with recent research on this phenomenon in 

different countries (Cameletti, 2020; Dutheil et al., 2020; Kumari & Toshniwal, 2020; Muhammad et 

al., 2020; Rugani & Caro, 2020; Zaib et al., 2021; Zambrano-Monserrate et al., 2020). Recent 

investigations addressed the phenomenon of nighttime light’s dimming during confinements 

(Bustamante-Calabria et al., 2021; Christopher D. Elvidge et al., 2020; Ghosh et al., 2020; S. Zheng 

et al., 2021), however, these studies focused on specific urban areas where particularly there was an 

effect on nighttime illumination, therefore dimming was not a general and widespread phenomenon 

in many areas. 

The methodological choices of the study were constrained by the current low temporal resolution 

of Sentinel-5P data accessible since mid-2018. The equivalent reference period for the confinement 

was therefore exclusively April 2019. Despite this condition of the data, the relative change in NO2 

concentrations could be determined between a period under confinement measures and another 

equivalent confinement-free period. To strengthen this limitation of the TROPOMI Sentinel-5P data, 

a time series analysis of the tropospheric NO2 was performed based on satellite data (Fig. 5). In 

addition, it is beyond the scope of this study to address the relationship between the emission of 

nighttime lights and the change in the concentration of other types of pollutant gases due to 

containment actions. In this direction, future research is needed to analyze air quality (AQ) as a whole. 

6. CONCLUSIONS 

Since the effect of total and partial confinements have so far demonstrated the importance of 

human involvement in the change of air pollution, it becomes important to understand the contribution 

of anthropogenic processes to these dynamics. Analyzing a period of COVID-19 confinement, this 

study investigated the connection between the emission of nighttime lights and the relative change of 

near-surface NO2 concentration. The investigation focused on Metropolitan France. The results of the 

analysis revealed a broad phenomenon of decreasing NO2 concentrations in the country. In addition, 

the geospatial correlation analysis showed that the higher the observed DNB nighttime light emission, 

the higher the NO2 reduction during the April 2020 confinement in the administrative-territorial units 

of France. This demonstrates that utilizing remote sensing techniques, DNB nighttime lights can 

explain the change in NO2 air pollution over large territories. 

In the context of other lockdowns or similar regulatory measures, future research on the remotely 

sensed nighttime lights and air pollution change should be aimed at improving our understanding of 

the behavior of other gases or particulate matter (PM). 
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ABSTRACT: 

The article presents an overview of 3S technology application studies and prospects for 3S 

technology application in disaster risk management in the northern mountainous region of Vietnam. 

The study uses the document review method and builds an experimental research model by GIS 

spatial analysis method, data mining method from satellite images, combined with positioning 

equipment. 3S technology shows great promise in disaster management, assessment and warning in 

mountainous areas, especially the online warning model based on artificial intelligence and smart 

applications on mobile phones. This is a research direction with high practicality, accuracy and 

applicability. Experimental research model applying 3S technology to build landslide risk map in Lai 

Chau province has identified 753.62 km2 (accounting for 8.31%) with very high landslide risk and 

1633.29 km2 (accounting for 18 01%) have a high risk of landslides. In areas with high and very high 

risk of landslides, the study tested the installation of online landslide warning devices, which help 

prevent and mitigate damage caused by landslides. 
 

Key-words:3S technology, disaster risk, landslides, mountainous region, Vietnam 

1. INTRODUCTION 

The mountainous area in the North of Vietnam has diverse natural conditions, high 

mountainous terrain, complex climate, and rich mineral resources. However, this is an area where 

natural disasters often occur, causing great damage to people and properties. According to statistics 

in 20 years (2001-2021) in the northern mountainous provinces of Vietnam, there have been 318 

flash floods, 3537 landslides, 128 hail storms, 604 storms, making 1486 people dead, 3512 injured, 

17129 houses destroyed, property and crop damage estimated at over $4.3 billion (Statistical Office 

of Vietnam, 2022). The northern mountainous region of Vietnam is home to mainly ethnic 

minorities, with very limited skills in responding to natural disasters. Local authorities have not yet 

taken practical measures to forecast and warn of natural disaster risks. Natural disaster risks often 

occur quickly, with great consequences, and are often concentrated in remote, isolated and ethnic 

minority areas. Research and application of new technologies for disaster risk management in 

mountainous areas of Vietnam are still limited. 

3S technology is a geospatial technology, combining 3 components: Remote Sensing (RS), 

Geographic Information System (GIS) and Global Positioning System (GPS). RS technology 

provides satellite image data to analyze the factors of climate, topography, geomorphology, soil, 

flow, vegetation these are the factors that form disaster risk. GIS supports spatial analysis, the 

establishment of warning maps, and disaster risk forecasting. GPS allows locating sensor devices, 

serving online forecasting and warning on mobile devices. Nowadays, the application of 3S 

technology in disaster risk management research is very popular. 3S technology is often applied in 

spatial analysis, establishment of disaster risk zoning maps, analysis of factors that arise and types 

of disaster risk, management and prediction of disaster risks (Albano et al., 2018).  
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Current trending disaster risk susceptibility assessment focuses on the use of machine learning, 

spatial statistics, and multi-criteria decision-making algorithms. The directions for studying the 

susceptibility to disaster risks are provided by machine learning models such as logistic regression 

laws (Ali et al., 2020), decision trees (Khosravi et al., 2019; Zhao et al., 2019), artificial neural 

networks (Chapi et al., 2017; Choubin et al., 2017; Costache et al., 2019; Bui, 2020), support 

vectors (Tehrany et al., 2014), neural fuzzy inference systems (Wang et al., 2019). Bilateral 

statistical models, including studies involving: frequency ratio (Shafapour et al., 2019), weight of 

evidence (Rahmati et al., 2016), statistical index, the coefficient of certainty (Costache et al., 2019) 

and the entropy index (Azareh et al., 2019). For multi-criteria decision making, commonly used 

analytical hierarchical techniques (Souissi et al., 2019), multi-criteria optimization (Dano et al., 

2019) and sorting techniques are commonly used. order of preference according to the similarity to 

the ideal solution (Kim et al., 2020). Method of applying K-Star model to determine and calculate 

disaster risk potential index (Der et al., 2019; Uddin et al., 2021). 

The application of 3S technology brings many advantages in spatial analysis, creating disaster 

risk warning partition maps (Cao, 2016; Albano, 2018; Der Sarkissian et al., 2019; Popa, 2019; Yi, 

2021). Studies regarding based on remote sensing and GIS mainly use the FFPI model to create 

disaster risk warning maps (Gregory, 2010; Ballesteros et al., 2017; Costache et al, 2019). Studies 

used the data of slopes, soil types, soil utilization types and vegetation cover to build a potential 

map, which provided excellent support for disaster risk forecasting activities (Bajabaa, 2014; 

Roxana, 2018).Proposed the physically based, space-time distributed hydrological model and the 

geomorphological instantaneous unit hydrograph has been derived from the geomorphological 

characteristics of a catchment and used in simulation of the surface runoff hydrographs for ten 

rainfall events in the Ajay Catchment in eastern India (Estupina-Borrell et al., 2006; Kumar et al., 

2007). Growing knowledge of disaster riskmechanisms shows that the morphometric variables of a 

catchment control its hydrological response (Moussa, 2003). Based on this understanding, the 

geomorphological unit hydrograph has become one of the most popular methods for estimating 

hydrological processes when data are inadequate (Du et al., 2009; Diakakis, 2011). 

Research into the application of opensource software, webGIS, and artificial intelligence in 

disaster risk management is also becoming more and more popular. The case studies were 

promoting spatial thinking through local disaster risk management planning (Berse et al., 2011, 

Kieu, 2021), application of WebGIS technology in disaster risk management support (Kawasaki 

et al., 2012), disaster risk reduction in agriculture through Big data processing (Reznik et al., 2017), 

potential disaster risk zonation and flood shelter suitability mapping for disaster risk mitigation 

using artificial intelligence (Uddin et al., 2021). 

In recent years 3S technology has been applied in disaster risk management research in 

Vietnam. However, the research is in the initial application form, the database and research methods 

are still limited. This study will present an overview of the application of 3S technology in Vietnam 

and new prospects for the application of 3S technology in disaster risk management in the northern 

mountainous region of Vietnam. Experimental study to establish landslide map and landslide 

warning model in Lai Chau province as an illustrative example. This is the first study on the 

application of 3S technology in landslide warning in Lai Chau province, especially the online 

warning model. The research results have shown the prospect of applying 3S technology in research 

and management of different types of disaster risks in Vietnam. 

2. STUDY AREA 

The northern mountainous region of Vietnam has a total area of 100,965 km², with a population 

of about 14.62 million, which are mainly ethnic minorities (Statistical Office of Vietnam, 2022). 

Administratively, this region includes 15 provinces (Ha Giang, Cao Bang, Lao Cai, Bac Kan, Lang 

Son, Tuyen Quang, Yen Bai, Thai Nguyen, Phu Tho, Bac Giang, Lai Chau, Dien Bien, Son La, Hoa 

Binh and Quang Ninh). This is an area with diverse and complex natural conditions, into two sub-

regions Northwest and Northeast. The Northwest is an area consisting mainly of medium and high 

mountains. This is the place with the highest, divided and most dangerous terrain in Vietnam.  
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118 

 

 

The average slope is 23.7 degrees, many areas have slopes above 30 degrees. The common 

terrain types here are high mountains, deep valleys or canyons, limestone plateaus with an average 

altitude of 800-1000m. The highest and most massive mountain range is Hoang Lien Son range with 

many peaks over 2500m, the highest peak is Fansipan 3143m high. The Northeast mountainous 

region consists mainly of medium and low mountains. The massif upstream of Chay river has many 

peaks above and below 2000m, which is the highest area of the region. From this massif to the sea 

are bow-shaped mountain ranges that gradually lower towards the East Sea. 

The river and stream system in the northern mountainous region of Vietnam is quite dense, with 

an average density of about 1.45km/km2, with the Red river, Da river and Chay river being the main 

hydrological systems. The tropical monsoon climate of the high mountains has cold winters, the 

average annual temperature ranges from 18-250C, the average annual rainfall is 1800 mm 

(Vietnam’s Ministry of Natural Resources and Environment, 2020). Due to the high mountainous 

terrain and distinct seasonality, the climate is clearly differentiated, with many areas having extreme 

climates, with extreme cold in winter and heavy rainfall in summer. Forest coverage in the area 

reaches 46.28%, unevenly distributed, mainly planted forest area. The area of natural forests and 

protection forests accounts for only 5.1% of the natural area. Meanwhile, the area of bare land and 

bare hills tends to increase. Data from satellite image analysis in December 2020 shows that bare 

land and bare hills account for 23.7% of the area's natural area (Kieu, 2021). Soil in the 

mountainous area is quite rich, with nearly 30 main soil groups, of which the most are red-yellow 

ferralit soils, black soils, red humus soils, alite humus in the mountains, coarse humus in the 

mountains, and soil. Yellow-red soil is changed by rice cultivation, strongly eroded soil inert with 

gravel, alluvial soil, and sloping soil (Vietnam’s Ministry of Natural Resources and Environment, 

2020). 

The northern mountainous region of Vietnam is an area that frequently experiences natural 

disaster risks and suffers heavy losses due to major types of natural disasters such as flash floods, 

landslides, cold weather, hoarfrost, drought, storm, ice, snow, etc. The provinces most affected are 

Lai Chau province, Yen Bai province, Lao Cai province and Son La province. This is the main 

distribution area of ethnic minorities, and disaster risk prevention skills are still limited. Agricultural 

farming activities are backward, mainly cultivating crops (maize, cassava, upland rice, medicinal 

plants,...) in the uplands, growing wet rice in the valleys, farming by terraced fields, and exploiting 

forest products. Economic activities depend on nature, which makes the risk of natural disasters and 

damage from disaster risks tend to increase (Vietnam’s Disaster Prevention and Control Office, 

2021). 

3. DATA AND METHODS 

3.1. Study data 

To analyze the prospects of 3S technology application in disaster risk management and 

forecasting, the study has reviewed many different data sources. The author has reviewed more than 

300 studies related to the application of geospatial technology in disaster risk management, 

including 50 basic studies on 3S technology application in analysis, assessment and management 

natural disaster risks in mountainous areas. In Vietnam, all relevant studies are collected, including 

reporting data, statistics on the current state of disaster risk in mountainous areas in the last 20 

years, research data on types of natural disaster risks; and especially studies with application of 

satellite images, GIS and GPS in disaster risk management are collected and analyzed. 

In an empirical research model, an applied case study of landslides in Lai Chau province, the 

study used survey data, statistical data, data observations, satellite images, paper maps and data 

from landslide-related studies in Lai Chau province. Topographic data is inherited, extracted from 

the topographic map of Lai Chau province, scale 1:200,000. Slope data, terrain segmentations are 

built on digital elevation model (DEM) and satellite image data. The petrographic map is built 

according to the principle of morphological origin, combining data from geological maps.  
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Soil type data was surveyed by the author and inherited from the analysis results of 100 soil 

profiles, representing 18 soil types covering the entire study area. Data on land use status based on 

Sentinal-2B satellite image, Landsat 8 ETM image (Earthexplorer.usgs.gov, 2022) and field 

inspection data. Rainfall data are collected from the rainfall database of the National Institute of 

Meteorology, Hydrology and Climate Change over a period of over 60 years (1960-2021), 

combining rainfall monitoring data of 35 IMETOS monitoring stations located in the study area. 

The data on the current state of landslides (location, extent, extent of influence, time) for 20 years 

(2001-2021) are used from statistical documents, combined with survey and interview methods. 

people in the study area. 

 

3.2. Study methods  

 

Review of related studies to analyze the prospects of 3S technology in disaster risk 

management in the northern mountainous region of Vietnam. The main method is to collect, analyze 

and synthesize documents; The study evaluates the overview based on the analysis of previous 

research results. Using the method of collecting and processing statistical data, using remote sensing 

image data to collect data related to natural features, current state of landslides, factors affecting 

landslides in the experimental area. The field survey method conducts a survey of sample study sites 

to verify statistical data and verify analysis results. At the same time, through the survey process, to 

locate and identify the locations of natural disasters in the study area. 

In the experimental research model, the hierarchical analysis method is applied, combined with 

the spatial analysis method in GIS to build a landslide hazard map. The method of hierarchical 

analysis (Saaty, 1987) is applied to calculate the consistency index, determine the randomness 

index, the weight of each factor causing landslides in the experimental area. Employing Multi-

Criteria Analysis technique (Triantaphyllou, 2000), this study focused on the determination of 

factors that formed landslides in the research area and simultaneously combined the goal with 

statistical data for comparisons, ultimately leading to the hierarchy of the capability to cause 

landslides of information layers. With the application of GIS in determining weights, the spatial 

integration of factors and weights in order to build a map of landslides potentials in the study area. 

The sensitivity level reflecting landslide risk is calculated according to the formula (1): 

 

 

                                                                         (1) 

 

where: LSI is landslide susceptibility index  

Wj is the weight of factor (j)  

Xij is landslide factor (j) in layer (i) 

n is the number of factors causing landslides.  

 

In the experimental model, 6 factors that cause landslides including slope, daily rainfall, soil 

type, current land use status, geological background and topographic dissection. 

GIS enables spatial analysis, management, integration and superposition of information layers. 

Three algorithms used in GIS spatial analysis include spatial superposition algorithm (Fischer, 

2019), attribute classification algorithm (Jia, 2017; Shirowzhan et al., 2019) and algorithmic spatial 

interpolation (Comber, 2019). The hierarchical analysis model will support GIS, synthesize 

information, assign the most appropriate weights to the selected elements. After the factors have 

been hierarchical and weighted, integrating them will give us the landslide susceptibility index. 

Using the overlay tool in QGIS for the edited maps, new maps are formed and weighted to create a 

landslide susceptibility index map. After being divided according to appropriate influence levels, a 

landslide hazard map will be formed in the study area. 
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4. RESULTS AND DISCUSSIONS 

4.1. Research overview on 3S technology application in disaster risk management in the 

northern mountainous region of Vietnam  

3S technology with outstanding advantages compared to traditional methods in disaster risk 

management research, especially in establishing zoning maps, assessing and warning levels of 

disaster risk. The use of 3S technology with comparison with statistics brings positive, quantitative 

and highly accurate results. This result contributes to support for managers in the prevention and 

mitigation of impacts caused by disaster risks. Therefore, right from the 1990s, 3S technology 

(mainly Remote Sensing and GIS) has been applied in studies on disaster risk management in 

mountainous areas of Vietnam. Initial studies mainly used remote sensing images to collect 

background data (topography, slopes, vegetation, rivers) for the study of disaster risk factors (La, 

2009). GIS technology supports the establishment of zoning maps and disaster warnings. GPS 

technology supports field investigations and data collection (Tran, 2020). 

The beginning of the twenty-first century is the period of strong development of geoinformatics 

technology, the application of 3S technology in researches and projects related to disaster risk 

management in mountainous areas. variable. Applied studies do not stop at analyzing and describing 

the current status from spatial data. The combination of tools in the 3S component has allowed users 

to integrate the functions of data collection, spatial analysis, zoning, assessment and precise location 

of disasters. The Vietnamese government has paid attention and invested in projects and research 

topics at all levels on the investigation and monitoring of disaster risks using 3S technology. For 

example, research and application of 3S technology to warn of natural disasters, including 

landslides in Hoa Binh province (Nguyen, 2003); research on establishing landslide susceptibility 

maps in Northwestern border provinces using remote sensing and GIS technology (Nguyen et al., 

2008). 

During the period 2011-2015, the Asian Development Bank supported Vietnam to implement 

the project "Application of remote sensing technology in flood forecasting, warning and 

monitoring". The project has applied 3S technology in flood management, monitoring and 

forecasting in river basins, applied in Phu Tho province. The monitoring system is established 

through remote sensing activities, the information is transmitted to and sent to the local command 

board for flood and storm control via text message (SMS). On the basis of the information received, 

the local government has a plan to relocate people, to reduce the impact of natural disasters. In 

2016, the project "Investigation, assessment and zoning for landslide hazard warning in 

mountainous areas of Vietnam" in 10 northern mountainous provinces using 3S technology. The 

total investigation area of nearly 60,000 km2 has identified nearly 9,000 landslide points of different 

sizes and levels of danger; nearly 3,000 questionable slip points were discovered from analyzing the 

terrain on digital stereoscopic models and interpreting aircraft images. The main product of the 

project is the current map of landslides and rocks at the scale of 1:50,000; Spatial and Web-GIS 

database structure of landslides (Vietnam's Ministry of Natural Resources and Environment, 2018). 

In addition to the projects, there have been many studies and applications of 3S technology in 

monitoring, monitoring, prevention and mitigation of natural disasters. For example, research and 

application of 3S technology to warn of landslides in Son La province (Nguyen, 2003); research to 

establish disaster risk maps for northern mountainous provinces by remote sensing technology (Du, 

2009); research and application of geoinformatics technology to warn of landslides in Hoa Binh and 

Son La hydropower reservoirs (Nguyen, 2015); application of radar remote sensing images 

(Sentinel, Alos PALSAR) established flood map for downstream Tra Khuc river basin (Nguyen et 

al., 2017); applying geoinformatics technology to build an early warning system for flash floods in 

mountainous areas, testing it in Thuan Chau district, Son La province (Lai, 2018); application of 3S 

in constructing a flash flood warning model in northern mountainous regions of Vietnam: a case 

study at Trinh Tuong commune, Bat Xat district, Lao Cai province (Kieu and Tran, 2021), and flash 

flood hazard mapping using satellite images and GIS integration method: a case study of Lai Chau 

province, Vietnam (Kieu, 2021).  
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In recent years, 3S technology has been widely applied, as an indispensable method in 

management, monitoring, warning and assessment of damage caused by natural disasters in 

Vietnam. Some key projects are currently working towards application, for example the project of 

applying remote sensing technology and GIS to assess some elements of environmental resources 

for warning, prevention and mitigation of natural disasters, piloted in Quang Ninh province 

(Vietnam’s Ministry of Natural Resources and Environment, 2020); Research on building a warning 

model and zoning flash flood risk on the basis of integrating artificial intelligence, data and 

geoinformatics technology, experimentally applied to Lao Cai province (Vietnam’s Ministry of 

Science and Technology, 2020); Application of remote sensing, GIS, GPS technology in surveying 

and mapping for flash floods and landslides in the Northwest region of Vietnam (National Science 

and Technology Fund, 2021).  

The literature review shows that the research and application of 3S technology in disaster risk 

management in mountainous areas of Vietnam is quite developed. However, researches still have 

some limitations: The first limitation is most of the studies are stopping at using 3S technology as a 

research tool, in which remote sensing provides data, GIS for spatial analysis, GPS for positioning; 

The ability to combine to build synthetic models is limited. The second limitation is lack of 

applications capable of online connectivity, dynamic data mining, opensource software applications, 

webGIS, big data and artificial intelligence. This is a huge limitation, because disaster risks often 

occur very quickly, requiring online data in disaster monitoring alerts. The third limitation is 

Vietnam does not have uniform standards on disaster risk data. The data has not been synchronized, 

making it difficult to use and inherit research data. Another difficulty is the cost of applying 3S 

technology in research is often very large, especially the cost of data collection. In the economic 

conditions of Vietnam, especially the mountainous provinces will face many difficulties when 

building research projects with high technology applications. 

 

4.2. Prospects of 3S technology application in disaster risk management in the northern 

mountainous region of Vietnam 

 

Natural disaster risks in the northern mountainous region of Vietnam tend to increase due to 

human impacts and the effects of climate change. Applying 3S technology can build disaster risk 

prediction and warning models. The analytical data from the 3S model is a decision support tool for 

disaster risk management and monitoring. With the strong development of science and technology, 

especially geospatial technology, the prospect of 3S technology application in disaster risk 

management in the northern mountainous region of Vietnam is reflected in the following fields: 

(1) The prospect for disaster risk database construction: Database in disaster risk management 

is very important. Currently, with the strong development of remote sensing technology, the data is 

very diverse, the resolution and accuracy are getting higher and higher. Spatial positioning data 

from GPS devices are increasingly complete, with high coverage and precise spatial positioning 

capabilities. Besides, with the explosion of opensource GIS software, allowing users to access, 

collect and process data from many different sources (Reznik et al., 2017). This is a great prospect 

in building a 3S database system for forecasting, warning, zoning and disaster risk management in 

the northern mountainous region of Vietnam. 

(2) The prospect for disaster risk spatial analysis: Disaster risk management, the first goal must 

be to manage the disaster risk space. In which, it is necessary to partition, decentralize, identify 

locations, locations and spaces that are frequent or likely to occur. Today's GIS software has very 

good spatial analysis capabilities. Input data ensures accuracy, specialized software is capable of 

analyzing data, accurately determining the space of disaster. The northern mountainous region of 

Vietnam often occurs types of natural disaster risks such as flash floods, pipe floods, and landslides. 

These are types of natural disasters caused by natural factors such as topography, slope, soil 

thickness, vegetation cover characteristics, rainfall, combined with human factors such as farming 

methods, measures to plant and protect forests, to build civil works.  
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Currently, GIS software (ArcView, ArcGIS, QGIS, SuperMap, ...) is capable of analyzing the 

superposition of agent elements, partitioning, assessing the extent and spatial forecasting of the 

probability of disaster risk. 

(4) The prospect for disaster risk forecasting: Disaster risk forecasting depends on forecasting 

the factors that occur that type of disaster. In mountainous areas, except for fixed factors (geology, 

topography), most types of disaster risks can be predicted in advance on the basis of sudden factors 

such as rainfall, decline vegetation cover, displacement of rock masses, the appearance of 

underground runoff. Currently, data from satellite images, aircraft images and navigation devices 

allow for relatively accurate forecasting and calculation of fluctuating factors causing various types 

of disasters. Typically, flash floods in the northern mountainous areas of Vietnam are mainly caused 

by heavy rains, combined with topographic factors on steep areas, and loss of vegetation (Lai et al., 

2018). Based on satellite images, it is possible to forecast rainfall and calculate the possibility of 

flash floods in a certain area. 

(5) The prospect for online disaster risk warning: Currently, with the support of devices 

capable of providing online data, connecting to online software on mobile devices allows setting up 

online disaster warning systems. The cost for the online disaster risk warning system is not too 

large, it is completely possible to set up the system at high-risk points. This is a great prospect of 3S 

technology applied in disaster risk warning in the northern mountainous region of Vietnam. 

 

4.3. Experimental research model: A case study of landslide zoning and warning in Lai Chau 

province of Vietnam 

 

To clearly see the prospect of 3S technology application in disaster risk management in the 

northern mountainous region of Vietnam, the report presents simulation results of 3S technology 

application model in landslide zoning and warning in Lai Chau province as an illustrative example. 

Lai Chau is a typical mountainous province of Vietnam, has 9068.78 square kilometers, 8 

administrative units including Lai Chau city and 8 districts of Muong Te, Sin Ho, Nam Nhun, Tam 

Duong, Phong Tho, Tan Uyen, and Than Uyen. The province has more than 400 thousand of people 

of 20 ethnic groups living together, in which Thai ethnic people cover the majority of population in 

Lai Chau with 131.822 people, accounting for 34% of the total population. The other ethnic groups 

consist of Mong people 86.467 people (22.30%), Kinh ethnic group 54.027 people (13.94%), Dao 

ethnic people 51.995 people (13.41%), Ha Nhi ethnic people 14.658 people (3.78%) and other 

ethnic minorities. Local people mainly plant corn, cassava, upland rice, herbs, and etc on hills and 

wetland rice in valleys, while they also do exploitations in forests (Statistical Office of Lai Chau 

Province, 2022). These forms of agricultural cultivation are completely free and much dependent on 

natural conditions, leading to an incline in terms of landslide potential and subsequently increasing 

damage. According to statistical data, in the term from 2001 - 2021, the locality has 219 landslide 

points. Through investigations and surveys, landslide forming factors in the research location are 

relatively typical with the characteristics of basins, partitioned terrains, high slopes, and flows that 

tend to aggregate. Moreover, in recent times the forest vegetation cover of Lai Chau tends to 

decrease; combined with the unsustainable form of agricultural cultivation of the people, the impact 

of climate change, erratic heavy rain, ... increases the intensity and impact of landslide.  

From actual data, combined with research results on landslides of related studies in 

mountainous areas of Vietnam (Nguyen et al., 2008; La, 2009; Nguyen, 2015), the empirical 

research model has identified 6 factors forming landslide in Lai Chau province, including slope, 

daily rainfall, soil type, current land use status, geological background and topographic dissection. 

3S data serving landslide warning zoning was built on the basis of data analysis of 6 factors that 

cause landslides in Lai Chau province. Each element is classified, the density of points/square 

kilometer is calculated, and the weights for each element are calculated in Table 1. 

 

 

https://www.alotrip.com/about-vietnam-people/kinh-ethnic-group-vietnam


 Dieu Trinh NGUYEN and Quoc Lap KIEU / APPLICATION OF 3S TECHNOLOGY IN DISASTER … 123 

 

 

Table 1.  

Classification and weighted values of landslide-generating factors in Lai Chau province. 

 

Factor Subclass 
Density of 

points/km2 
Weight Factor Subclass 

Density of 

points/km2 
Weight 

Slopes 

(Degree) 

Below 10 0.025 0.015 

Current 

land use 

situation 

Natural forest 0.002 0 

10-20 0.075 0.058 
Plantation 

forest 
0.069 0.025 

20-30 0.120 0.215 Poor forest 0.135 0.852 

30-40 1.135 0.258 Shrubs 0.981 1.325 

Above 40 0.105 0.095 
Agricultural 

land 
1.126 0.296 

Rainfall/

day 

(mm) 

Below 25 0.102 0.015 

Residential 

land, 

specialized 

land 

0.687 0.558 

25-50 0.150 0.025 
Rocky 

mountains 
0.054 0.032 

50-75 0.128 0.060 Water surface 0.005 0 

75-100 0.098 0.122 

Petrology 

Disjointed 

rock group 
0.012 1.252 

100-125 0.042 0.217 
Carbonate 

rock group 
0.028 0.527 

125-150 0.072 0.348 
Metamorphic 

rock group 
0.056 0.321 

150-175 0.085 0.879 
Sedimentary 

rock group 
0.126 0.213 

Above 175 0.068 1.759 
Eruption rock 

group 
0.098 0.122 

Soil type 

Mountain 

limestone  
0.015 0.242 

Intrusive rock 

group 
0.056 0.098 

Alisol 0.124 0.156 
Quaternary 

rock group 
0.037 0.052 

Mountain 

humus 
0.028 0.269 

Deep 

cleavage 

(m) 

Below 100 0.12 0.035 

Dark soil 0.098 0.196 100-200 0.212 0.521 

Oxisols 0.159 0.127 200-300 0.145 0.265 

Ferralsols 0.214 0.568 300-400 0.085 0.132 

Strongly 

erosive soils 
0.037 0.055 400-500 0.039 0.086 

Aggregating 

sloped soils 
0.026 0.012 Above 500 0.012 0.012 

 

Overlapping 6 types of maps, corresponding to landslide-forming factors in Lai Chau province 

according to formula (1), obtain a landslide risk map of Lai Chau province with 5 levels as follows: 

very low (LSI ≤ 0.1), low (LSI = 0.1-0.2), medium (LSI=0.2-0.3), high (LSI=0.3-0.4), very high 

(LSI ≥ 0.4) (Fig. 1). 

The results of spatial analysis show that Lai Chau province areas with very high risk of 

landslides is 753.62 km2 (accounting for 8.31% of the area), distributed in areas with sloping terrain 

and loose soil layers, the vegetation cover is low, the largest area is in Phong Tho, Muong Te, and 

Nam Nhun districts. The area assessed as having a high risk of landslide is 1633.29 km2 (accounting 

for 18.01% of the area), scatteredly distributed, the most is Muong Te district with 786.51 km2. The 

area assessed to have a medium risk of landslides is 3097.9 km2, accounting for 34.16% of the 

province's natural area.  
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Fig. 1. Mapping of landslide risk in Lai Chau province. 

 

Areas with small slopes, vegetation is planted or natural forest, low terrain fragmentation, often 

basins with geological strata of sedimentary rocks are assessed as low risk of landslides and very 

low risk of landslides. In Lai Chau province, the area with low landslide risk accounts for about 

25% of the area, and the area with very low risk of landslides accounts for 14.56% of the area 

(Table 2). 
Table 2.  

Classification of landslide levels in Lai Chau province. 

 

Hierarchy Intensity LSI score Area (km2) Proportion (%) 

Level 1 Very low ≤ 0.1 1320.41 14.56 

Level 2 Low 0.1 – 0.2 2263.57 24.96 

Level 3 Medium 0.2 – 0.3 3097.90 34.16 

Level 4 High 0.3 – 0.4 1633.29 18.01 

Level 5 Very high ≥ 0.4 753.62 8.31 

 

The results of landslide classification in Table 2 are consistent with the results of field surveys 

and reports related to landslides in mountainous areas (Vietnam’s Disaster Prevention and Control 

Office, 2021). The landslide sites all coincided with areas assessed as high and very high risk of 

landslides. Areas with high and very high risk of landslides are studied in detail, combining the 

results of the current survey to define landslide warning zones. On warning points, set up analysis 

equipment and online landslide warning. Online locators and analyzers (mainly daily rainfall data) 

collect landslide-causing data to generate online landslide warning information. 
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4.4. Some solutions to develop the application of 3S technology in disaster risk management in 

the northern mountainous region of Vietnam 

Based on the above analysis, the study proposes a few solutions to develop the application of 

3S technology in disaster risk management in the northern mountainous region of Vietnam, the 

solutions are as follows: 

Firstly, it is necessary to study, evaluate and categorize types of natural disaster risks. The 

mountainous area in the North of Vietnam has a large area and complicated types of natural 

disasters. To apply 3S technology for disaster risk management, it is necessary to make preliminary 

assessment and classification of disaster risk types. This is also a limitation when previous studies 

have not been able to solve it (Vietnam’s Ministry of Natural Resources and Environment, 2020). 

Develop a theoretical basis, a scientific basis and an application model suitable for each type of 

disaster risk is one of the important solutions that should be prioritized.  

Second, it is necessary to build a synchronous, comprehensive and modern 3S database. 

Building a database is an important solution and should be given top priority. Currently, the biggest 

difficulty when applying 3S technology in Vietnam in general and in mountainous areas in 

particular is the lack of database. The satellite image data in Vietnam is still not active, the current 

satellite images have low image resolution, especially the level of updating and synchronizing the 

image database is still limited. GPS data also depends on handheld devices, the accuracy is not high. 

GIS data is not synchronized, depending on traditional data sources; digital data sources are limited. 

Third, it is necessary to build infrastructure and human resources in the field of 3S technology. 

In which, it is necessary to develop infrastructure and human resources for mountainous areas in 

stages. First, priority should be given to developing a system of satellite base stations, combining 

automatic warning systems, and building disaster risk management webGIS in high-risk areas. The 

staff and specialists have very limited qualifications and understanding of 3S technology. Therefore, 

it is necessary to strengthen human resources by organizing conferences, seminars, publishing 

documents and in-depth training. Can establish mechanisms to network and promote public 

awareness; Exchange and train professional staff through technical transfer training courses. 

Fourth, it is necessary to develop an online application model system to warn and manage 

disaster risks. Natural disasters often happen very quickly, so it is necessary to have an online 

warning system. In which, it is necessary to exploit the system of sensors, online satellite images, 

webGIS system associated with application software on mobile devices. Online application models 

have the ability to quickly analyze and provide accurate information to help managers and people 

have early plans in disaster risk prevention. 

5. CONCLUSIONS 

3S technology is very promising in disaster risk management in the northern mountainous 

region of Vietnam. Application of 3S technology can build databases, perform spatial analysis 

algorithms, build forecasting models and warn of disaster risks. The analytical data from the 3S 

model is a decision support tool for disaster risk management and monitoring for mountainous 

areas. Experimental research model applying 3S technology in building landslide warning zoning 

map in Lai Chau province is a proof of the potential application of 3S technology in disaster risk 

management. In the future, to develop 3S technology, it is necessary to build a synchronous 

database, develop human resources, and at the same time need to build online application model 

systems. 
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ABSTRACT: 

Marine heatwave (MHW) is an extreme phenomenon of warm sea surface temperature anomaly that 

has a destructive impact on the marine ecosystem and organisms. This phenomenon increases every 

year in duration, frequency, and area due to the global warming. Almost all of the world's oceans have 

experienced MHW, including in the seas of the southern Java-Nusa Tenggara. The lack of detailed 

research in this area motivated us to analyze MHW drivers. MHW was identified with the 99th 

percentile method and duration of ≥ 5 days as a threshold by using blended product of SST data. In 

2013, an MHW event was identified in the seas of the southern Java-Nusa Tenggara. This MHW lasts 

for 37 days, from 8 June to 14 July. The maximum (mean) intensity of sea surface temperature anomaly 

reaches 2.60°C (1.83°C) above climatology with an average area of 36.53 × 104 km2. Locally, we found 

that probably the positive downward shortwave radiation affected this anomaly. Furthermore, a remote 

process of the propagation of downwelling Kelvin wave during negative Indian Ocean Dipole may also 

affect this anomaly. The strong westerly wind along the equatorial Indian ocean forms downwelling 

Kelvin wave that propagates to the southern Java-Nusa Tenggara increasing SST in this area.  
 

Key-words: Marine heatwave, Extreme Sea surface temperature, Downwelling Kelvin wave, Remote 

Sensing, South Java-Nusa Tenggara 

1. INTRODUCTION 

Global warming has increased the temperature of the earth's surface. This has also contributed to 

rising sea surface temperatures (SSTs)as the oceans have absorbed more than 93% of heat excess 

from greenhouse gas emissions since the 1970s (Rhein et al. 2013). It is noted that the global average 

SST has increased since the early 20th century and 1950. The average SST in the Indian, Atlantic and 

Pacific Oceans increased by 0.65°C, 0.41°C, and 0. 31°C during the period 1950–2009. This SST 

increase results in more frequent extreme events and a greater risk to marine ecosystems (Hoegh-

Guldberg et al. 2014). One category of extreme event that has attracted more attention from 

researchers is the Marine Heatwave (MHW). 

MHW is a warm SST anomalous event that occurs for five days or more with an SST warmer 

than the 90th percentile based on a historical baseline period of 30 years (Hobday et al. 2016). MHW 

can also be defined by the relative threshold of the 99th percentile (Collins et al. 2019). Oliver et al. 

(2018) stated that the frequency, duration, and days of global MHW during 1925-2016 had increased 
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by 34%, 17%, and 54%, respectively. This trend of increasing MHW can undoubtedly continue to 

increase across the oceans as long as global warming continues. 

Previous research has shown that many MHW events have occurred in oceans. Some of them are 

Western Australia 2010/2011 MHW (Pearce et al. 2011), the Atlantic Northwest 2012 MHW (Mills 

et al. 2013), the Northeast Pacific ''The Blob'' 2015 MHW (Bond et al. 2015), the Tasman Sea 2015 

MHW (Oliver et al. 2017), and the North Pacific 2019 MHW (Amaya et al. 2020). The Indonesian 

Ocean was not spared from the MHW incident. Benthuysen et al. (2018) and Iskandar et al. (2021) 

showed the presence of MHW in the Indo-Australian Basin (9°S to 18°S, 110°E to 122°E) in 2016, and 

Ismail (2021) identified MHW in coastal and offshore areas of West Sumatra. 

MHW in several oceans has a driver mechanism that varies significantly from region to region 

and is different in each case. MHW can generally occur due to atmospheric-ocean interactions, 

atmospheric conditions, ocean conditions, modulation of climate variability (MJO, ENSO, IOD, 

PDO), and remote teleconnection (Holbrook et al. 2020). For example, Pearce and Feng (2013) 

mention that the West Australia 2011 MHW occurred simultaneously as a strong La Niña, which 

increased the Leeuwin current and the presence of high-value air-to-ocean heat fluxes. The North 

Australian 2016 MHW, which included the Indo-Australian Basin, was due to a strong El Niño, which 

weakened monsoon activity resulting in a positive anomaly of heat flux entering the ocean 

(Benthuysen et al. 2018). The Northwest Atlantic 2015/2016 MHW occurred due to a combination of 

atmospheric-ocean processes, namely the position of the jet stream and ocean advection that played 

a role in heating the SST (Perez et al. 2021). The South Java MHW in 1998 and 2016 occurred due 

to the strong El Niño and weakening monsoons (Iskandar et al. 2021). 

Research related to the mechanism that causes MHW has been proliferating throughout the world, 

but unfortunately, research related to this is still very lacking in the territory of Indonesia. Meanwhile, 

MHW can cause significant damage to marine organisms and ecosystems, such as the Northwest 

Atlantic 2012 MHW. This MHW disrupted fishery production, species shift, and low ocean 

productivity, so it impacted the socioeconomic (Mills et al. 2013). Another massive impact of MHW 

is causing coral bleaching, such as in the Bay of Bengal (Krishnan et al. 2011) to resistant corals in 

Western Australia (Le Nohaïc et al. 2017). Therefore, we are interested in conducting an analysis 

related to the causes of MHW in Indonesia's territory, namely the seas of the southern Java-Nusa 

Tenggara (Fig. 1).  

 
Fig. 1. Kelvin wave trajectory identified from the Indian Ocean to the coasts of Sumatra, Java, and Nusa 

Tenggara. The red box showed 81 sample areas with 0.1° × 0.1° bin sizes. 

 

 

This location was chosen because the southern seas of Java-Nusa Tenggara are included in the 

State Fisheries Management Area of the Republic of Indonesia 573, which has excellent fishery 

potential. So that the analysis of the physical mechanisms of MHW and the extent to which local and 

remote factors play a role will improve our understanding of the development of MHW in this area. 
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Thus, this study can be a consideration in mitigating the impact to marine ecosystems if MHW retakes 

place. 

2. DATA AND METHODS  

Sea surface temperature data use daily Optimum Interpolation Sea Surface Temperature from 

Remote Sensing System (REMSS OISST) from June 2002-June 2021 with a resolution of 0.09° 

(ftp://ftp.remss.com/sst/daily/). This data uses microwave and infrared sensors. The microwave 

sensors used include the Global Precipitation Measurement (GPM) Microwave Imager (GMI), 

Tropical Rainfall Measuring Mission (TRMM) Microwave Imager (TMI), NASA Advanced 

Microwave Scanning Radiometer-EOS (AMSRE), Advanced Microwave Scanning Radiometer 2 

(AMSR2), and WindSat. As for infrared sensors such as Moderate Resolution Imaging 

Spectroradiometer (MODIS) and Visible Infrared Imaging Radiometer Suite (VIIRS). 

Sea level anomaly (SLA) data was obtained from 

https://resources.marine.copernicus.eu/products. This data is calculated by the optimal interpolation 

method and combines many data from various satellites such as Jason-3, Sentinel-3A, HY-2A, 

Saral/AltiKa, Cryosat-2, Jason-2, Jason-1, T/P, ENVISAT, GFO, ERS1/2. Monthly SLA data 

(SEALEVEL_GLO_PHY_L4_REP_OBSERVATIONS_008_047) with a resolution of 0.25° x 0.25° 

were used for the analysis and Hovmöller plots of the 2013 MHW. 

The surface wind vector data used is the second version of the Cross-Calibrated Multi-Platform 

(CCMP) level 3 data. The second version of this data combines the wind speed RSS Radiometer 

version 7, QuikSCAT and the ASCAT wind vector scatterometer, tethered buoy wind data, and the 

ERA-Interim model. The compilation of this data was processed using the Variational Analysis 

Method (VAM). This method produces wind data with a high resolution of 0.25° with a data period 

of 6 hours, which can be downloaded via ftp://ftp.remss.com/ccmp. 

The latent heat flux, sensible heat flux, and shortwave radiation data used are model data from 

ERA-5, a reanalysis product from the European Center for Medium-Range Weather Forecasts 

(ECMWF). These data were collected from January-December 2013 with 0.25° × 0.25° resolution 

available at https://cds.climate.copernicus.eu/cdsapp#!/dataset/reanalysis-era5-single-

levels?tab=form. The coverage area used is 6°S to 18°S, 104°E to 128°E. Based on the ECMWF 

convention, these three data values are positive downwards. Positive downward means a positive 

value indicating the presence of heat or radiation entering the ocean. Conversely, a negative value 

indicates heat or radiation coming out of the ocean. 

MHW identification was carried out by following Hobday et al. (2016), using a duration threshold 

of 5 days. However, we did not use the 90th percentile in this study but used the 99th percentile 

(Frölicher et al. 2018; Collins et al. 2019). The 99th percentile was chosen because this method 

identifies more extreme MHWs, so relatively weak MHWs and those that may not have an ecological 

impact can be eliminated. Besides that, this threshold value has never been applied in our research 

area.  

Using Hobday et al. (2016), climatological averages (𝑇𝑚) and threshold values (𝑇99) were 

calculated for each day of the year using the daily temperature data for each year. The equation for 

climatological averages (𝑇𝑚) is expressed as follows: 

                               𝑇𝑚(𝑗) = ∑ ∑
𝑇(𝑦,𝑑)

11(𝑦𝑒−𝑦𝑠+1)

𝑗+5
𝑑=𝑗−5

𝑦𝑒
𝑦=𝑦𝑠

                                             (1) 

where 𝑗 is day of year, 𝑦𝑠 and 𝑦𝑒 are the start and end of the climatological base period, respectively, 

and  𝑇 is the daily SST on day 𝑑 and year 𝑦. 𝑇𝑚 unit is °C.  

As for the threshold, it is calculated based on 

                                                      𝑇99(𝑗) = 𝑃99(𝑋)                                                                 (2) 
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where 𝑇99 is the seasonally varying temperature value at the 99th percentile, 𝑃99 is the 99th percentile 

and 𝑃99(𝑋) where 𝑋 = {𝑇(𝑦, 𝑑)|𝑦𝑠 <= 𝑦 <= 𝑦𝑒 , 𝑗 − 5 <= 𝑑 <= 𝑗 + 5}.  

The period for calculating climatological value was limited only from 19 years data since REMSS 

OISST data is only available from June 2002. We chose REMSS OISST due to its high spatial 

resolution (i.e., 0.09°C) since our study area is limited only in the seas of the southern Java-Nusa 

Tenggara. Furthermore, Schlegel et al. (2019) stated that the detection of MHW can use time-series 

data less than 30 years, whereas the result of the short period analysis of 10 years does not have a 

duration or intensity of MHW that is sufficiently different from the events detected in the standard 

30-year time series data as suggested by Hobday et al. (2016). 

After the MHW was identified, we calculated the MHW metrics. The MHW metrics consist of 

duration (time between the start and end of the MHW event), maximum intensity (highest SST 

anomaly during MHW), average intensity (mean SST anomaly during MHW), and area size (areas 

where MHW was detected). To determine the parameters of duration (𝐷), we must set the date on 

which MHW starts (𝑡𝑠), where 𝑡𝑠 is the time, 𝑡, where 𝑇(𝑡) > 𝑇99(𝑗) and 𝑇(𝑡 − 1) <  𝑇99(𝑗) and 

MHW ends (𝑡𝑒), where 𝑡𝑒 is  the time, 𝑡, where 𝑡𝑒 > 𝑡𝑠 dan 𝑇(𝑡) < 𝑇99(𝑗) and 𝑇(𝑡 − 1) >  𝑇99(𝑗), 

so the duration can be calculated using the formula 

                                                           𝐷 = 𝑡𝑒 − 𝑡𝑠                                                                     (3) 

As for maximum intensity (𝑖𝑚𝑎𝑥) and average intensity (𝑖𝑚𝑒𝑎𝑛), we use these equations: 

                                              𝑖𝑚𝑎𝑥 = max(𝑇(𝑡) − 𝑇𝑚(𝑗))                                                        (4) 

                                                𝑖𝑚𝑒𝑎𝑛 =  𝑇(𝑡) − 𝑇𝑚(𝑗)̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅ ̅̅                                                               (5) 

For the analysis of the MHW trigger mechanism, Holbrook et al. (2020) mention that various 

mechanisms can trigger the occurrence of MHW. Locally, atmosphere-ocean interactions such as heat 

flux exchange can lead to an increase in SST.  So, we will be analyzed the mechanism from local 

influences with parameters of wind speed, latent heat flux, sensible heat flux, and shortwave radiation. 

Besides that, we also analyze the SLA and zonal wind anomalies to determine the effect of Kelvin 

waves. To further investigate how Kelvin waves occur and their effect on SST, we construct a 

Hovmöller plot.  The plot consists three parameters: SST, zonal wind anomalies, and SLA according 

to the Kelvin wave trajectory from the Indian Ocean to the coasts of Sumatra, Java and Nusa Tenggara 

as shown in Fig. 1. Analysis was also carried out in temporal variation using a coverage area of 8°S 

to 9°S, 112°E to 115°E (black box in Fig. 2). 

 

Fig. 2. MHW amplitude map for 8 June to 14 July. The colour bar shows the SST anomaly from the 

MHW threshold (smoothed daily climatology + 1.6°C).  
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3. RESULTS AND DISCUSSION 

3.1. Characteristic of 2013 MHW 

Applying the method of Hobday et al. (2016) and Collins et al. (2019), we found a threshold 

value of SST anomaly to identify MHW is 1.6°C. From this threshold value, 20 MHW events were 

identified during June 2002-June 2021. One of the longest cases was MHW in 2013 that occurred 

from 8 June to 14 July. We chose 2013 MHW as our case study because this MHW has a duration of 

more than one month. Based on the MHW metric parameters, the 2013 MHW had a duration of 37 

days, a maximum intensity of 2.60°C, the average intensity of 1.93°C, and an area of 36.53 × 104 km2. 

Fig. 2 shows the 2013 MHW amplitude map. The 2013 MHW occurs in the southern coast of 

Java to Nusa Tenggara. The highest SST anomaly value occurs in the southern coast of Java, precisely 

in the southern coast of East Java, with an anomaly value of 2.75°C. In general, the value of the SST 

anomaly is higher in the coastal seas i.e., about 2.5°C than off the coast, where the value decreases to 

1.6°C. Ismail (2021) also showed that the 1998 and 2016 MHWs that occurred in the west coast of 

Sumatra had a more severe category, than the offshore area, which was only detected in the moderate 

to strong category. High SST values in the coastal seas can occur due to various factors. Coastal areas 

where land, sea, and air meet have complex SST variation mechanisms (Wirasatriya et al. 2019a). 

Next, we made the temporal variation of SST with the threshold value and the climatological 

mean (Fig. 3). Temporal variation of SST was averaged from the area with the highest anomaly value, 

i.e., 8°S to 9°S, 112°E to 115°E (black box in Fig. 2). Red shading indicates the period of identified 

MHW. Fig. 3a shows the variation of SST during 2013 and we identified one MHW incident which 

is categorized as an extreme event. The temporal variation of SST during the 2013 MHW event (Fig. 

3b) shows that the SST value exceeds the 99th percentile threshold from 8 June with an SST value of 

29.19°C. The SST value in this incident ranges from 29.37 to 27.55°C. On 10 July, the SST value 

starts to decline, approaches the threshold value, and finally ends on 14 July with an SST value of 

27.55°C. 

 

 
 

Fig. 3. Temporal variation of SST (thick black line), SST climatology (thin black line)  

and 99th percentile climatology (green line) during (a) 2013 and (b) 2013 MHW events  

at 8°S to 9°S, 112°E to 115°E (black box in Fig. 2). The red shaded indicates the occurrence of MHW. 

In addition, we also compared the SST anomaly with the area during MHW 2013 (Fig. 4). At the 

beginning of its occurrence, MHW has an area of 5.19 × 104 km2 with an SST anomaly of 1.61°C. 

The area of MHW increases along with the increasing value of the SST anomaly. However, at the 

highest SST anomaly, which occurs on 14 July (2.75°C), the previous maximum area occurs on 28 

June at 25.66 × 104 km2. Meanwhile, at the end of the MHW period, the area is getting smaller and 

ends up with 7.52 × 104 km2. 
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Fig. 4. Temporal variation of MHW area (black line) with SST anomaly (blue line) during MHW 2013. 

 

3.2. Mechanisms of 2013 MHW  

During 2013 MHW, the wind blows from the east-southeast direction (Fig. 5a). The wind speed 

in the southern coast of Java-Nusa Tenggara ranges from 2 to 6 m/s. This is lower than the offshore 

wind speed which is ranging from 6 to 8 m/s. Theoretically, the wind speed variation can affect the 

latent heat flux. For example, Wirasatriya et al. (2019b) stated that the increase in wind speed in the 

Sulawesi Sea and the Maluku Sea increases the latent heat flux released from the ocean. In the present 

study the latent heat flux distribution during 2013 MHW is shown in Fig. 5b.  

 

 

Fig. 5. Spatial distribution of (a) surface wind, (b) latent heat flux, (c) sensible heat flux, and (d) 

shortwave radiation during 2013 MHW. 

 

Negative values of latent heat flux dominate the entire MHW area. This negative value indicates 

that the oceans are losing heat due to the heat escaping. The southern coast of Java-Nusa Tenggara, 

which has lower wind speeds, tends to release a lower latent heat flux (i.e., -50 to -150 W/m2) than 

the offshore area. Meanwhile, offshore area with higher wind speed releases more significant heat 

flux, i.e., -150 to -200 W/m2. 
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The distribution of negative values is also visible for the sensible heat flux distribution (Fig. 5c). 

There is no difference between coastal and offshore in the sensible heat flux. This flux value ranges 

from 0 to -15 W/m2. The lowest sensible heat flux is detected in the Savu Sea which ranges from 0 to 

-5 W/m2. The lowest value indicates that the air temperature in the Savu Sea is lower than in other 

ocean areas. This results in less heat loss compared to other areas. However, compared with the MHW 

amplitude map (Fig. 2), the less heat loss in the Savu Sea does not have a significant effect because 

the SST anomaly value is only around 1.7°C. 

In contrast to the latent and sensible heat flux, the shortwave radiation shows a positive 

distribution of values (Fig. 5d). The value of shortwave radiation on the coast of the island to the 

offshore is relatively the same as the value of 170-200 W/m2. Areas with >200 W/m2 generally occur 

in the south of West Nusa Tenggara and the Savu Sea. Meanwhile, in other areas with less than 200 

W/m2, including the southern region of East Java has the highest SST anomaly value. This positive 

value indicates that there is a radiation entering the sea which can heating the SST. In the case of 

South Atlantic, 2013/2014 MHW occurred because of the increase of shortwave radiation intensity 

due to the reduced cloud cover and reduced heat loss from the ocean (Rodrigues et al. 2019).  

Since the analysis of heat flux and wind speed could not explain well the mechanism of MHW 

2013, we analyzed the possible contribution of remote modulation such as Kelvin wave propagation. 

Tracking Kelvin waves eastward along the equator and then along the coasts of Sumatra and Java can 

be done effectively using altimetry satellites (Drushka et al. 2010). Kelvin wave propagation can be 

observed using SLA data. We can determine whether the Kelvin wave is downwelling or upwelling 

from the SLA data. 

The Hovmöller SST diagram (Fig. 6a) shows several SST anomalies that exceed the threshold 

value of the 99th percentile as in June-July and August. However, the most extensive and most 

widespread anomaly occurred from 8 June to 14 July. The SST anomaly value was detected from bin 

64-81, i.e., the Southern coat of Java-Nusa Tenggara area. As for the Hovmöller diagram of the zonal 

wind anomaly during 2013 (Fig. 6b), bin 64-81 (south of Java-Nusa Tenggara) has a negative value, 

indicating an easterly wind occurrence. From this anomaly, it is known that the easterly wind is 

stronger than the climatological value.  

 

 
Fig. 6. Hovmöller diagram (a) SST, (b) zonal wind anomaly, and (c) SLA in 2013. Bin 1-55 shows the 

Indian Ocean region, bin 56-62 the coastal area of Sumatra, and bin 63-81 the coastal area of Java -Nusa 

Tenggara. The dashed black arrow in fig. c shows the direction of the downwelling Kelvin wave propagation. 

The black box indicates the 2013 MHW period. 



136 

 

 

Easterly wind anomaly generally causes upwelling Kelvin wave that cools SST (Drushka et al. 

2010). However, in the southern region of Java to Nusa Tenggara, the MHW has a hot SST anomaly. 

We suspect that the SST warm anomaly is caused by a long-distance process, namely the downwelling 

Kelvin wave propagation. From April to October (Fig. 7, red line), a negative Indian Ocean Dipole 

(IOD) value is detected. A negative IOD causes an increase in westerly winds blowing along the 

equator of the Indian Ocean so that it can trigger a downwelling Kelvin wave (Fig. 8b). Although the 

IOD value had started to return to normal at the MHW incident, the propagation of the downwelling 

Kelvin wave is still going on and affects the southern Java-Nusa Tenggara region. This may cause an 

increase of the SST anomaly in the area. 

 

 

Fig. 7. Temporal variation between SST anomalies (black line) at 8°S to 9°S, 112°E to 115°E (black box in Fig. 

2) with Dipole Mode Index (DMI) (red line) and SLA (blue line) during 2013. The black arrow shows the 2013 

MHW period. 

 

 

Fig. 8. Amplitude map of (a) SLA and (b) zonal wind during 2013 MHW. 

 

The indication of the downwelling Kelvin wave is depicted on the Hovmöller SLA diagram (Fig. 

6c). Positive SLA values are identified from bin 1 to 88 during March-August. The highest positive 

value >0.2 m occurred in April-June at bin 48-70, i.e., from the central Indian Ocean region to the 

southern coast of Java. Meanwhile, for the coastal areas of Java-Nusa Tenggara (bin 64-81), the 

positive SLA value is consistently seen from January to the end of August.  

In addition, the SLA time series (Fig. 7, blue line) shows consistent positive values during the 

2013 MHW period. The highest SLA values reach up to 0.3 m on 24-25 June, and as MHW end, the 

SLA values decrease to -0.03 m. From the SLA map during 2013 MHW (Fig. 8a), positive SLA 

values are distributed throughout the MHW area, both inshore and offshore areas. The value of SLA 

on the coast ranges from 0.2 to 0.3 m, higher than the SLA in the offshore, which has a value of 0.1-

0.2 m.   
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The positive SLA value up to 0.3 m indicates the downwelling Kelvin wave and is the dominant 

mechanism in causing 2013 MHW. Based on Kutsuwada and McPhaden (2002), downwelling Kelvin 

wave can suppress the thermocline by several meters, raising sea level elevation by several 

centimeters and increasing the SST above the thermocline. As happened in Northern Australia, the 

propagation of sea Kelvin waves triggered by La Niña causes the warm SST anomaly (Benthuysen et 

al. 2014). In addition, the Kelvin wave also affected the phenomenon of warm SST on the coast of 

Angola-Namibia in 1995, known as the Benguela Niño. These Kelvin waves are triggered by Atlantic 

tropical wind anomalies (Gammelsrød et al. 1998). On the other hand, a negative SLA value indicates 

the upwelling Kelvin wave because the upwelling Kelvin wave propagation induces a negative SLA 

anomaly along the southern coast of Sumatra-Java (Li et al. 2018). 

From these results, we found that the propagation of the downwelling Kelvin wave is one of the 

driving mechanisms that caused the 2013 MHW in Southern Java-Nusa Tenggara besides the 

shortwave radiation. However, it should be noted that this is case study research so that the mechanism 

obtained only applies to the case of the 2013 MHW event and cannot be generalized for the other 

MHW cases. Each MHW event will have a different mechanism variation in each case, depending on 

the location and time of the incident. Holbrook et al. (2020) stated that the mechanisms that affect 

MHW vary greatly, influenced by local scales, large-scale modulation of climate variability or 

teleconnection mechanisms such as planetary wave propagation in the atmosphere or ocean. So, the 

mechanism of one MHW case cannot be generalized as the cause of another MHW case. As an 

example, the results of the driving mechanism for the 2013 MHW are different from the mechanism 

for 1998 and 2016 MHWs in Southern Java. Based on Iskandar et al. (2021), 1998 and 2016 MHW 

in South Java occurred in the austral winter months, lasted during the austral spring, disappeared in 

the early austral winter, and lived with intense El Niño events. During this El Niño period, the 

Australian monsoon weakens. These two things are most likely the cause of the 1998 and 2016 MHWs 

in South Java. 

4. CONCLUSIONS 

We have found MHW events in the seas of the southern Java-Nusa Tenggara in 2013, which 

occurs from 8 June to 14 July with an extreme category. The metric parameters of this MHW have 

duration, maximum intensity, average intensity, and area with values of 37 days, 2.60°C, 1.83°C, and 

36.53 × 104 km2, respectively. The highest anomaly value occurs on the southern coast of East Java 

at 2.75°C. The SST warm anomaly occurs due to the downwelling Kelvin wave because of the 

westerly wind blowing along the equatorial Indian Ocean during the negative IOD. Downwelling 

Kelvin wave is identified from the positive value of SLA that occurred during the MHW incident. In 

addition, shortwave radiation may also play a role in increasing SST in Southern Java-Nusa Tenggara 

due to heat entering the ocean. Related mechanisms about MHW are an interesting subject for future 

studies, so further understanding of these MHW mechanisms is needed by adding large-scale climate 

variability analyses such as IOD, ENSO, and MJO. 
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ABSTRACT: 

NO2 levels that exceed quality standards will negatively impact the environment and human health. 

The purpose of this study was to determine changes in the content of NO2 temporally. The method 

used is descriptive quantitative, with data analysis using Geographic Information Systems (GIS) and 

remote sensing data extraction using Google Earth Engine (GEE). The remote sensing data used is 

Sentinel 5p – TROPOMI whose sensors have the ability to detect air pollution. The results of this study 

indicate the occurrence of different variations during the Covid-19 Pandemic in the Bali Tourism Area, 

decreasing or increasing NO2 levels. The decrease in NO2 levels in the air is due to reduced human 

activities outside the home due to the implementation of the Indonesian Government's policies in the 

form of Large-Scale Restrictions, Work From Home (WFH), and the religious traditions of Hindus in 

Bali (Nyepi Day on March 25, 2020). NO2 levels increase again after a long holiday in Indonesia on 

November-December 2020, due to the large number of tourists visiting Bali Province. The arrival of 

these tourists increases human activities around the tourism area, such as opening hotels, restaurants, 

and means of land, sea, and air transportation. Tourism areas tend to have high building density and 

population. Thus, making green open space low. Whereas green open space is very useful in absorbing 

air pollution, it is recommended to add green open space or revegetation in every hotel building to 

maintain good air quality. 
 

Key-words: Covid-19, Tourism, NO2, Google Earth Engine, Bali.  

1. INTRODUCTION 

Bali is known as a world tourist destination with an increasing number of tourists. From 2007 to 

2019, the number of tourists increased by an average of 11.86%. The number of tourists in 2020 

experienced a very drastic decline, namely by 82.96% (BPS Province of Bali, 2020). The decline in 

the number of tourists was due to the Covid-19 virus outbreak which paralyzed the Bali tourism sector, 

even the tourism sector throughout the world. The impact of Covid-19 has caused most tourism 

infrastructure businesses to close since early April 2020 and the layoff of employees in the tourism 

sector has increased (Nurudin et al., 2020). 

The World Health Organization (WHO) has announced that Covid-19 is a world pandemic 

resulting in a lockdown for several countries including Italy, China, the UK, and other countries. 

Indonesia does not implement Lockdown but rather a Large-Scale Social restriction (PSBB) and 

Work From Home (WFH). The implementation of PSBB is carried out in the Covid-19 red zone areas, 

one of which is Jakarta. The implementation of WFH is implemented in all regions in Indonesia, one 

of which is the Province of Bali. The implementation of these two policies reduces human activities 

outside the home so that it is hoped that it will be able to suppress cases of Covid-19 transmission. 

The Covid-19 outbreak in addition to having a detrimental impact also has a positive impact, namely 

reducing air pollution. This is due to the decreasing number of human activities in tourism and other 

activities. One of the activities that cause air pollution is a motorized vehicle which is an 

accommodation in human activities. As much as 70% of air pollution is caused by transportation 

activities (Arifin and Sukoco, 2009). Budiyanto (2011) states that motor vehicle fumes make a major 

contribution to air quality pollution.  
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Gorglulu (2018) stated that air pollution contains corrosive exhaust gases, namely NOx. NOx gas 

contains 2 gases, namely nitrogen monoxide (NO) and nitrogen dioxide (NO2). The transportation 

sector accounts for pollutant NO2 by 69% in urban areas, followed by industry and households 

(Mukono A, 2006). The level of NO2 in the air if it is too high above the Air Pollution Standard Index 

(ISPU) 100 will have a negative impact on human health (Prayudi et al, 2010).  

Actually, given the current digital advance, the NO2 data can be obtained via satellite, known 

also as the remote sensing data. The satellite that plays a role in monitoring air quality is Sentinel 5-

P. Sentinel 5-P has a mission to monitor air quality, climate, and the ozone layer on a global scale 

from 2017 to 2023, thereby providing better data to support research on NO2 (Berger et al, 2012). As 

the first imaging spectrometer to provide global data at the moderate spatial resolution, TROPOMI 

has significant advantages over previous sensors in resolution (7 x 3.5 km) and the number of 

observations with low cloud cover (Guanter et al, 2015). The use of remote sensing data, derived from 

Sentinel-5P since the Covid-19 incident, for air quality monitoring, is often carried out by researchers 

around the world. The NO2 species originating from Sentinel-5P, has not been widely studied in 

Indonesia, especially Bali Province during the Covid-19 pandemic, so that is the reason for 

researchers to explore monthly NO2 satellite data during 2020. 

 

2. STUDY AREA  

The research was conducted in Bali Province (Fig.1) from January to December 2020. The 

province of Bali consists of 8 regencies (Badung, Tabanan, Jembarana, Buleleng, Karangasem, 

Bangli, Gianyar, Klungkung) and 1 City (Denpasar). The province of Bali is geographically located 

between 360000 mE and 910000 mN to 220000 mE and 9020000 mN. Each district and city has a 

tourist attraction and tourism infrastructure, but tourism sector activities are more dominant in the 

coastal part of Bali due to the natural potential, namely beach panoramas.  

 

 
Fig. 1. Research Locations in Bali Province-Indonesia (Located on the World Geodetic System Projection 

(WGS) 1984 - Universal Transverse Mercator (UTM) 50 South Zone. 
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3. DATA AND METHODS 

3.1. Remote Sensing Data 

The main tool that will be used in this research is Google Earth Engine (GEE). Google Earth 

GEE is a platform cloud-based spatial data computing developed by Google, which offers a 

worldwide analysis of environmental data. GEE is used to analyze satellite data to produce the 

distribution of pollutant concentrations. GIS software (ArcGIS 10.6) is used to process spatial data 

and map layout. 

The processed data is TROPOspheric Monitoring Instrument (TROPOMI) data brought by the 

Copernicus Sentinel-5 Precursor satellite. The instrument, the single payload of the Sentinel-5P 

spacecraft, uses passive remote sensing techniques to achieve its goal by measuring, at the Top Of 

Atmosphere (TOA), the solar radiation reflected and emitted from the earth. The instrument operates 

in a push sweep (non-scan) configuration, with a sweep width of ~2600 km at the earth's surface. The 

primary objective of the Copernicus Sentinel-5P mission is to perform atmospheric measurements 

with high spatio-temporal resolution, which will be used for air quality, ozone, UV radiation, and 

climate monitoring & forecasting. The satellite was successfully launched on October 13, 2017, from 

the Plesetsk cosmodrome in Russia. The TROPOMI instrument combines the power of 

SCIAMACHY, OMI, and advanced technology to provide observations with performances that 

today's instruments cannot meet in space. The performance of current orbital instruments is surpassed 

in terms of sensitivity, spectral resolution, spatial resolution, and temporal resolution (European Space 

Agency, 2014). The Nitrogen Dioxide data was released on 10 July 2018 and is accessible on the GEE 

platform. NO2 in GEE has a spatial resolution of 0.01°or 1.11 km per pixel. In this study, Sentinel-

5P satellite data was used to monitor changes in NO2 pollutants during the Covid-19 pandemic in Bali 

Province. The variable of this research is the level of NO2 extracted from the Sentinel 5-P Satellite 

Remote Sensing Data by cloud computing through the GEE platform. Utilization of Sentinel 5-P 

satellite data for air quality monitoring has been carried out by (Zheng et al, 2019; Lorente et al, 2019; 

Mahato et al, 2020; Otmani et al, 2020; Shikwambana et al, 2020; Goldberg et al, 2020; Sanningrahi 

et al, 2021) in several countries, including China, India, Paris, and Africa. NO2 monitoring has also 

been previously studied by (Rushayati et al, 2020) in the Greater Jakarta Region of Indonesia. 

 

3.2 Data Analysis 

Sentinel 5P TROPOMI satellite data is available in high temporal resolution (daily). Therefore, 

it is necessary to filter by data acquisition date. The date range chosen is January 2020 to December 

2020. The time range was chosen to determine changes in NO2 gas concentration before WFH was 

implemented when WFH was implemented, and after New Normal was implemented during the 

Covid-19 Pandemic in Bali Province. The result of this filtering process is a twelve-month temporal 

composite image for each pollutant gas NO2. Each data is then clipped to get the area according to 

the focus area of the study, namely the Province of Bali. This process is carried out on the GEE 

platform. The resulting data is then exported for later download so that it can be opened in GIS 

software (ArcGIS 10.4). Furthermore, the results of data extraction for each pixel are compared both 

spatially and temporally from January 2020 to December 2020. To get the trend of changes in NO2 

levels for each district, an overlay is carried out on the district boundaries in Bali Province. 

4. RESULTS AND DISCUSSIONS 

4.1. Data Analysis on GEE 

Data analysis in GEE uses the programming language JavaScript. Data analysis was carried out 

by importing Sentinel-5P NRTI NO2 data: Near Real-Time Nitrogen Dioxide. Next, filter date and 

average NO2 data for each month during 2020 and carried out masking is image based on research 

boundaries so that levels are obtained for the Province of Bali. Fig. 2 is a visualization of the 

dashboard GEE. The utilization of GEE for data analysis makes it easy for users including a fast 

process, does not require high computer specifications, and saves computer memory because the data 
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analysis process is carried out with cloud computing by utilizing Google servers.  It displays a 

dashboard GEE on the analysis of NO2 levels during 2020. 

 

 

Fig. 2. Google Earth Engine Dashboard: Data Analysis by cloud computing platform. 

4.2. Spatial Distribution of NO2 Levels 

The results of NO2 data extraction show different levels of levels during 2020 due to the Covid-

19 pandemic (Fig. 3). In January and February, the Government has not implemented the WFH policy, 

because the Covid-19 outbreak has not yet entered Indonesian territory. The condition of NO2 levels 

was still relatively high but continued to decline until April 2020. The decrease in NO2 levels was due 

to the WFH policy during March-June 2020. The Decrease in NO2 lowest levels occurred in March 

and April 2020. Such conditions because on March 11, 2020, WHO has announced that Covid-19 is 

a world pandemic so that tourism activities and other activities are limited. March 25, 2020, is Nyepi 

Day for Hindus in Bali, so there is no human activity outside the house for 24 hours. In July, the Bali 

Provincial Government announced the Policy New Normal and the opening of several tourist 

attractions, causing human activities to begin to increase. The increase in NO2 levels also occurred in 

Java (Zulkarnain, 2020), (Anggraini, 2020) in line with the implementation of the New Normal and 

the easing of Large-Scale Social Restrictions (PSBB). The graph of NO2 levels starting from July to 

peaking in November continues to experience an increase in NO2 levels.   

 

Fig. 3. Graph of Variability of NO2 Levels During 2020:  extraction from Sentinel 5P remote sensing data. 
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Fig. 4. Spatial Distribution of Monthly NO2 Levels, During 2020. 

 

Fig. 4 shows the spatial-temporal changes in NO2 levels before the Work From Home (WFH) 

policy was implemented (January and February 2020), when WFH was applied (March-June 2020), 

after the WFH or New Normal policy (July-December 2020). 

 Prior to WFH, spatially on the map showed the dominance of light blue, green, yellow, and 

orange. When applied WFH spatially on a map showing variations of the new color dark blue and 

orange color with shrinking lead to a decline in levels of NO2. Once set policy, the New Normal dark 

blue color on the map began to disappear and be replaced by orange, indicating increased levels of 

NO2. Spatially kadaNO2 highest are located throughout the coastal province of Bali, which is the 

center of tourism activities and other activities in the province of Bali. 
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4.3 NO2 Level Per District 

 Table 1 shows the changes in NO2 for each district in the province of Bali. The average levels 

of NO2 were 425.32 10-7 mol/m2 were found to be evenly distributed throughout the County and City 

in the province of Bali. Levels of NO2 low of 344.74 10-7 mol/m2 contained in April in Gianyar 

Regency. The highest levels of NO2 reaches 512.62 10-7 mol/m2 contained in November in the city 

of Denpasar. Fig. 5 shows changes in NO2 levels in each District in Bali Province in 2020. The pattern 

of increase and decrease in the graph is relatively the same for each Regency, except for Buleleng 

Regency which shows NO2 levels higher than January-December 2020. This is presumably due to the 

existence of tourism activities in the coastal part of the Buleleng Regency and the influence of land 

transportation on the Mengwitani-Singaraja route. 

Table 1. 

 NO2 Levels of Each Regency in Bali Province in 2020. 

 Average Nitrogen Dioxide Level (10-7 mol/m2) in 2020 

Regency Jan Feb Mar Apr May Jun Jul Aug Sep Okt Nov Dec 

Badung 416.56 394.10 378.12 395.29 399.95 420.25 419.88 435.41 434.60 428.03 459.86 454.34 

Bangli 418.27 399.70 379.30 355.52 409.08 419.49 424.17 437.67 434.92 442.12 481.74 443.69 

Buleleng 441.91 453.57 455.92 449.02 441.24 454.01 462.80 476.92 478.10 477.10 494.04 494.68 

Denpasar 455.52 435.91 433.22 412.18 427.60 439.23 425.33 433.30 450.90 447.83 512.62 475.33 

Gianyar 414.51 393.30 361.79 344.74 402.92 415.38 416.67 421.26 432.64 425.30 441.41 451.93 

Jembrana 392.41 390.31 396.93 406.58 392.20 417.53 409.79 425.17 439.70 433.31 459.94 439.47 

Karangasem 424.30 383.72 374.16 365.74 403.55 421.46 424.27 435.59 434.10 441.39 461.92 463.73 

Klungkung 415.33 406.58 398.79 373.71 407.46 414.25 412.35 427.65 437.81 431.14 465.25 454.12 

Tabanan 393.71 372.59 365.80 398.85 393.87 415.58 416.81 432.29 423.67 432.08 441.13 427.28 

Source : Sentinel 5P remote sensing data. 

 

 

Fig. 5. Graph of Changes in NO2 Levels for Each District in Bali Province in 2020. 
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5. DISCUSSION  

 Google Earth Engine is an a-based cloud platform that can be used for regional, national and 

global environmental data analysis. The utilization of GEE for global-scale remote sensing data 

analysis has been carried out by Tamiminia, 2020 while utilization on a regional scale is one of them 

for the identification of land cover (Novianti, 2020) and land cover changes (Wang, 2020).  Earth 

Engine consists of catalog data used for computationally based analysis with a fast and integrated 

process.  Earth Engine also offers an Integrated Development Environment (IDE) online for the 

visualization of complex spatial data using Javascript API (Gorelick, 2017). The use of GEE in this 

study was implemented in the calculation of the 2020 Monthly NO2 levels in the Province of Bali. 

The results of this study indicate that the highest variability of NO2 levels is in the Tourism Area. 

Territorial tourism destinations include tourism areas (KP) and special tourist attraction areas 

(KDTWK) It has been regulated in Regional Regulation No. 3 of 2020. Pujaastawa (2016) states that 

tourism areas are strategic tourism areas that are the ones that are geographically located in one or 

more village administrative areas that have the potential for tourist attraction, accessibility, tourism 

facilities, and social and cultural activities of the community that support each other. The Special 

Tourist Attraction Area (KDTWK) is a strategic tourism area located in the geography of one or more 

administrative areas of 4 villages that have the potential for tourist attraction, accessibility, and limited 

tourism facilities as well as community social and cultural activities that support each other, but its 

development very limited to be more directed to the preservation of culture and the environment. 

On average, tourism areas in Bali Province are spatially located along the coast of Bali Province. 

The tourism area in Bali Province has relatively high human activities. Because in this area there are 

tourist destinations, dense settlements and tourism facilities (hotels, restaurants, mini markets, etc.). 

The area is the center of the economy and the center of human activities in Bali Province so that the 

pollutants in the form of NO2 levels as a result of these activities are high before the WFH policy is 

implemented and after the WFH/New Normal policy is implemented. However, the levels of NO2 

decreased with the ongoing implementation of the WFH due to the decline of human activities in the 

area of Bali Provincial Tourism.  

Fig. 6 shows the relationship between tourism areas and NO2 levels. A high level of NO2 is shown 

with a dark orange color. Fig. 6 is the average level of NO2 in the Sentinel 5-P image acquisition from 

January 1 to November 30, 2020. The data was chosen because it shows NO2 levels a drastic increase 

compared to the previous month during 2020. Spatially, almost all tourism areas have high levels of 

NO2 in November 2020. Accessibility such as Seririt–Singaraja Roads, Singaraja-Gilimanuk in the 

northern coastal area of Bali Province as well as, Gatot Subroto Roads, By Pass Ngurah Rai Roads, 

and Imam Bonjol Roads, Denpasar City are contributors to high levels of NO2 because of the use of 

various land transportation. Arifin (2009) and Budianto (2011) stated that air pollution (NO2), the 

biggest cause is due to motorized vehicle activity on the highway. Febriani (2021) also suggested a 

reduction in the use of modes of transport and industrial activity during Large-Scale Social Restriction 

(PSBB) and WFH can degrade air quality NO2.  

The high level of NO2 in Bali Province spatially occurs in the center of the tourism industry. The 

center of the tourism industry is dominated by built-up land so it has low vegetation cover. The low 

area of green open space and low vegetated land cover are the causes of high levels of NO2 

(Rusyayati, 2020). So it is necessary to add green space, which functions as an absorber of harmful 

NO2 levels in the air (Purwanto, 2021).  

NO2 levels during the Covid-19 pandemic show different variations in values. This study found 

that human activities have an effect on these variations. The Nyepi Day for Hindus in Bali, as well as 

the government's policy to limit activities outside the home, have caused NO2 levels to decrease, and 

air quality to improve. This condition only occurred during March 2020. Other studies also stated that 

due to restrictions on human activities outside the home, NO2 levels decreased (Copat et al., 2020; 

Berman & Ebisu, 2020; Chu et al., 2021; Paital et al., 2021). The weakness of this study is related to 

the short duration of time, so it cannot distinguish variations in NO2 before the COVID-19 pandemic 

(before 2020) and when Covid-19 occurs (starting in 2020).  
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Because other studies stated that there was an increase in NO2 concentrations before the Covid-

19 pandemic, including in urban area of Klang Valley, Malaysia and Bangkok Metropolitan Thailand 

(Nadzir et al., 2020; Wetchayont et al., 2021. 

 

Fig. 6. Map Overlay: Tourism Areas with NO2 Levels During 2020. 

Source: Tourist Area Map from Bali Province Spatial Plan 2009-2029. 

6. CONCLUSIONS 

Air pollution is known as an environmental problem associated with urban areas around the 

world. Air pollution is also an indicator of environmental quality that has an impact on public health 

and affects air quality in the region. Modern era, in line with the development of the physical 

development of cities and industrial centers, as well as the development of transportation, the air 

quality also undergoes changes due to air pollution. NO2 emissions are affected by population density 

because the main source of NO, which is produced by humans is from combustion and most of the 

combustion is caused by vehicles, energy production, and waste disposal. The Covid-19 outbreak that 

has hit the world has caused enormous losses to the tourism sector in Bali Province. But on the other 

hand, it provides benefits for environmental recovery, which is shown by decreasing NO2 levels in 

the air. The decrease in NO2 levels in the air is due to reduced human activities outside the home due 

to the implementation of the Indonesian Government's policies in the form of Large-Scale 

Restrictions, Work From Home (WFH), and the religious traditions of Hindus in Bali (Silent/ Nyepi 

Day). Nyepi Day makes people in Bali, lock themselves and meditate at home for 24 hours, without 

any activity on March 25, 2020. Even though the Covid-19 pandemic is still ongoing, it turns out that 

NO2 levels are back up after a long holiday in Indonesia on November-December 2020, due to the 

large number of tourists visiting Bali Province.  
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The arrival of these tourists increases human activities around the tourism area, such as opening 

hotels, restaurants, and means of land, sea, and air transportation. Tourism areas tend to have high 

building density and population. Thus, making green open space low. Whereas green open space is 

very useful in absorbing air pollution, it is recommended to add green open space or revegetation in 

every hotel building to maintain good air quality. 
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ABSTRACT: 

Information on COVID-19 is vital in protecting the entire community. As the diffusion pattern changes 

rapidly over time, originally simple data must be presented differently to provide more representative 

and quickly readable information. Relevant data are now offered in maps to support the public 

dissemination of COVID-19 information, with Choropleth and Graduated Symbols being the most 

common map types. This research was the first to analyze community’s map reading skills, particularly 

in interpreting or understanding Indonesia’s COVID-19 case distribution portrayed on the map. To test 

both map types, an online questionnaire was sent to respondents selected by random sampling from 

people living in Badung Regency. Then, they were given 11 tasks, namely to identify, find extreme 

values, differentiate, retrieve values, compare, interpret, categorize, group, sort, associate, and locate 

information contents on both maps. Then, chi-squared, Cramer's V, and Mann-Whitney U tests were 

conducted to statistically analyze three aspects: accuracy, time, and level of difficulty. The results 

showed that the choropleth map was easier to read than the graduated symbols. Furthermore, the null 

hypothesis (H0) was rejected, which means there is a correlation between map type and community’s 

ability to read and understand maps. 
 

Key-words: COVID-19, Map Reading, Map Type, Statistics. 

1. INTRODUCTION 

In 2020, the world was hit by the novel coronavirus disease COVID-19. It was first discovered 

in December 2019 in Wuhan, the capital of China's Hubei Province, and has since spread throughout 

the world (Wu, Chen & Chan, 2020; Zhou et al., 2020). The World Health Organization (WHO) 

declared the 2019‒2020 outbreak a Public Health Emergency of International Concern (PHEIC) on 

January 30, 2020, and a pandemic on March 11, 2020 (El Hakim, Tourab & Zouiten, 2020; Leite et 

al., 2021). 

In the last two years, the COVID-19 pandemic has shaken the global population tremendously. 

With almost every country in the world reporting infection cases (Cascella et al., 2020), governments 

have mainly focused on introducing various efforts to curb the spread and inform the community 

about how and to what extent the disease diffused. This effort includes presenting useful, relevant 

data to facilitate case updates and instill public understanding. Currently, COVID-19 distributions are 

mostly described in the form of statistical data, which can be correctly understood when visualized 

appropriately and according to the purpose of the data usage. 

Thematic maps are a commonly used visualization method to convey statistical data (Sudaryatno, 

El-Yasha & Afifah, 2019, Korycka-Skorupa & Gołebiowska, 2020).  
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Geographic Information System (GIS) and cartography are two different fields of study that share 

the map concept. GIS refers to a set of technologies that include the interface of hardware, software, 

data, procedures, and networks. GIS is used to store, display and represent, interpret, and analyze 

geospatial data. In other words, GIS is a group of information systems that store and represent data 

that are associated with specific places in the real world. (Cantwell & Milem, 2010; Prah & Štrubelj, 

2018).  GIS can show many different kinds of data in one map, such as streets, buildings, and 

vegetation. This enables people to see, analyze, and understand patterns and relationships more easily. 

During recent years, maps have become very popular and frequently produced cartographical outputs. 

Cartography deals with the method expression and communication of these facts and phenomena with 

symbols and graphs on a map (Voženílek, & Bělka, 2016; Kraak & Fabrikant, 2017).  

Nowadays, most GIS software incorporates advanced representation and labeling possibilities, 

and thanks to the database, there are multiple symbolization possibilities. Database is a collection of 

related information that permits the entry, storage, input, output, and organization of data. A database 

management system (DBMS) serves as an interface between users and their databases (Magyari-

Sáska, 2020). Spatial database systems are concerned with the representation and manipulation of 

data  that  have a  geometrical  or  topological  interpretation  of  the  physical  world (Fekihal, Jaluta 

& Osman, 2012; Susanto & Meiryani, 2019). Spatial databases connect users to the GIS database. 

Then the database was visualized into a map.  
Data visualization with thematic maps has its advantage, i.e., the map displays data by adding 

geographical symbols to represent statistical values while showing their location and spatial 

distribution (He, Tang & Huang, 2011; Pánek, 2020). However, its effectiveness statistically depends 

on how frequently the target populations read maps. Also, it should be noted that GIS data 

representation needs to be adjusted to the circumstances of the map users (Havelková & Hanus, 2019; 

Słomska-Przech, Panecki & Pokojski, 2021). 

The application of GIS is applied in various fields of study, one of which is in the health sector. 

There have been studies regarding the application of geospatial analysis in COVID-19, especially the 

studies that were focused on understanding the distribution patterns of the pandemic. The widespread 

use of GIS for COVID-19 response has demonstrated the power of geospatial technology in a spatial, 

territorial, locational and landscape perspective. The online dashboard, maps and near-live tracking 

of cases and COVID-19 related fatalities were the first of its kind and aided the scientific community 

and practitioners in comprehending the magnitude of the pandemic, distribution of vulnerability until 

the smallest neighborhood and act as a critical source of information during this pandemic (Dong, Du, 

& Gardner, L., 2020, Franco-Pardo, 2020, Ahasan, & Hossain, 2021, Permatasari, et al., 2021, 

Ahasan, et al.,2022).  

As one of the countries severely hit by the pandemic, Indonesia draws on the ability and 

advantage of thematic maps to help produce chiefly choropleth and graduated symbol maps to 

visualize infection cases at the provincial and regency levels. Fig. 1 shows the graduated symbol and 

choropleth maps of COVID-19 distribution in Indonesia derived from covid19.go.id (COVID-19 

Handling Task Force, 2021a; COVID-19 Handling Task Force, 2021b).  

The graduated symbol map contains red circles proportional to provincial cases—with 

nationwide cases as the comparison, while the choropleth map divides the provinces into four risk 

categories: high (colored red), moderate (orange), low (yellow), and no cases (green). Both show that 

Bali is among the provinces at risk and with a relatively high number of reported cases. Therefore, to 

contain the spread and prevent new COVID-19 outbreaks, it is imperative that the right map be 

disseminated to visualize and educate the public about the spatial distribution of COVID-19 and 

identify the highly impacted areas in Bali.  

In the province, a high cumulative COVID-19 case can be found in Badung Regency. Most of its 

area is tourist destinations; therefore, to observe and anticipate potential COVID-19 spread, the 

regency requires comprehensive information to be presented in an easy-to-understand map. This study 

aimed to analyze the public understanding of the COVID-19 distribution data in Badung Regency 

using two subtypes of thematic maps, namely graduated symbol map and choropleth map.  
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Fig. 1. The graduate symbol (top) and choropleth map (bottom)  

visualizing COVID-19 case distribution in Indonesia. 

2. STUDY AREA  

The study area is Badung Regency, Bali Province, Indonesia, which lies from 8°14’20” to 
8°50’52” S and from 115°55’03” to 115°26’51” E. Badung has an area of 418.52 km2 consisting of 

six districts: Kuta Selatan, Kuta, Kuta Utara, Mengwi, Petang, and Abiansemal, and 62 villages 

(Krisnandika, Wijaya & Ambarawati et al., 2019, BPS-Statistics of Badung Regency, 2019). Fig. 2 

shows the research location. 

3. DATA AND METHODS 

This study used COVID-19 distribution data in 62 villages of the six districts in the Badung 

Regency.  It aimed to analyze the community's ability to read or understand statistical data presented 

in thematic maps, i.e., graduated symbol and choropleth maps. The map reading test refers to the use 

of comparison matrices and different tasks—expressed in questions or commands—formulated and 

tested by Słomska-Przech and Galebiowska (2021). Participants were asked to compare which map 

was easier to understand by firstly completing eleven tasks: to identify, to find extreme values, to 

distinguish, to retrieve values, to compare, to interpret, to categorize, to group, to sort, to associate, 

and to locate. Then, the responses to these tasks were analyzed from three aspects: accuracy, time, 

and difficulty level. Accuracy measures how accurately the public answers each question or responds 

to each command. Time measures the speed with which the public responds, while the level of 

difficulty indicates how the public assesses the difficulty of the tasks given for each map. Fig. 3 shows 

the maps sent to participants for the map reading test. 
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Fig. 2. Research location. 

 

 
Fig. 3. COVID-19 case distribution maps for the map reading test: graduated symbols map (left) and 

choropleth map (right). 
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The test involved 120 participants or respondents selected by random sampling from the people 

living in Badung Regency. They were divided into two groups: 60 were asked to read the choropleth 

map and 60 others read the graduated symbols map. The respondents were 18‒35 years old, 

comprising 77.5% female (93 respondents) and 22.5% male (27). Regarding their map reading 

frequency, 24.2% (29) stated that they never used or read maps, 23.3% (28) read maps once a week, 

and the remainder 52.5% (63) read or used maps more than once a week, be it Google Maps, Google 

Earth, or other applications with map features. The age range was selected based on the assumption 

that the respondents in this demography were more active in searching for information related to 

COVID-19 and more accustomed to using information and communication technology, including 

maps.  

The research was the first to analyze the best map for understanding COVID-19 pandemic 

distribution in Indonesia. It employed an experimental research design that tested three aspects of 

map reading using descriptive statistical analysis: accuracy, time, and difficulty level. In addition, it 

also analyzed the correlation between two variables, namely map type and the public’s ability to read 

maps using Chi-squared, Cramer's V, and Mann-Whitney U tests, which were selected for analysis 

because of the nature of data (Ahammed & Smith, 2019). In light of this, the formulated hypothesis 

was as follows: 

 

Ho: There is no correlation between map type and the public’s ability to understand the map 

H1: There is a correlation between map type and the public’s ability to understand the map 

 

Pearson's chi-square test was used to test the significance of a categorical variable relationship. 

However, it cannot measure how closely related or correlated the two categorical variables are. To 

measure the closeness of the relationship between categorical variables, which can use the Phi 

coefficient, the coefficient of congruence and the Cramer's V correlation. According to Field (2009) 

and Okeke (2019) the three tests can both describe the relationship between two variables if the data 

matrix is 2x2. However, when the variable has more than two categories or different matrix 

dimensions, Cramer'V produces the best value. Therefore, in the case of this study, the Cramer'v 

correlation test is used because the matrix formed in this case is 2x2 for accuracy and 2x3 for difficult. 

The use of the chi square test table is also equipped with the results of the Fisher's exact test 

which can also test the significance of the relationship between two variables. The condition for using 

the Pearson chi-square test is that when there are cells or squares, with an expected frequency value 

of less than 5, then the Pearson chi-square statistical sampling distribution will get inaccurate results. 

The analysis in this study resulted in 0% expected frequency value of less than 5 so, the chi square 

test was appropriate to be used in this analysis (McHugh, 2013; Kim, 2017). 

While the Mann Whitney U Test is a non-parametric test used to determine the difference in the 

median of 2 independent groups if the dependent variable data scale is ordinal or interval/ratio but not 

normally distributed. Based on this definition, the Mann Whitney U Test requires data to be on an 

ordinal, interval or ratio scale (Hazra & Gogtay, 2016; Siddiqui, et al., 2016). In the cases tested, for 

testing accuracy and difficult, the Chi-Square method is used because the data used is on an ordinal 

category. Meanwhile, Time uses two types of data, namely ordinal and ratio. That is ordinal for map 

type and ratio for time. Time data were gathered from 2 groups, in which the variables are independent 

of each other, meaning that the data comes from different groups or are not paired so that the Man 

Whitney U Test method is used. 

The test instrument sent online to the respondents contained eleven (11) tasks with 

corresponding questions or commands. The respondents were asked to pinpoint the label A, B, C, or 

D or their combinations on the map (T2, T3, T7, T8), to choose a sentence that correctly described 

the marked area on the map (T1, T5, T6, T10, T11), to sort the data according to the instructions (T9), 

and to determine the amount of data (T4). Questions were inputted and set in a census-based mobile 

phone application; hence, the online data collection process. The tasks and their respective questions 

or commands are presented in Table 1. Fig. 4 shows the research flowchart. 
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                                                                                                                                                                 Table 1.  

Tasks, questions or commands, and answer options for the Map Reading test. 

Code Task Question/Command Answer Options 

T1 To identify 

Choose the sentence that 

correctly describes the area 

with 201 to 400 COVID-19 

patients. 

A. In the northern part of the research area 

B. In the southern part of the research area 

C. At the center of the research area 

D. In the northern and southern parts of the research area 

T2 

To find 

extreme 

values 

Choose a location with the 

highest reach of COVID-19 

cases. 

A.  A-B 

B.  A-C 

C.  A-D 

D.  B-D 

T3 
To 

distinguish 

Choose an area whose 

COVID-19 patients are in 

the range of 201‒400 and 

601‒800. 

A.  A-B 

B.  A-C 

C.  A-D 

D.  B-A 

T4 
To retrieve 

values 

What is the range of the 

number of COVID-19 

patients in region D? 

A.  201‒400 

B.  401‒600 

C.  601‒800 

D.  801‒1000 

T5 To compare 

Identify the area(s) 

showing the lowest and 

highest reach of COVID-19 

cases. 

A. Located at the south and center of the map 

B.   Located at the edge of the map 

C.   Located at the north, south, and center of the map 

D.   Located at the north and edge of the map 

T6 To interpret Choose the right sentence. 

A. Region B has the highest number of COVID-19 cases 

B. Regions B and D have the same range of COVID-19 

cases 

C. All areas bordering Region C have the same range of 

COVID-19 cases 

D. Region A has the same range of COVID-19 cases as the 

neighboring area on the west 

T7 
To 

categorize 

Which region is marked 

with the lowest COVID-19 

case? 

A.  D 

B.  C 

C.  B 

D.  A 

T8 To group 

Group the regions that have 

the same range of COVID-

19 cases.  

A.  A-B 

B.  A-C 

C.  A-D 

D.  B-D 

T9 To sort 

Sort the regions in order of 

the lowest to highest 

COVID-19 cases. 

A.  A-B-C 

B.  C-B-A 

C.  D-C-B 

D.  B-C-D 

T10 To associate 

Choose a sentence that 

describes the correlation 

between two areas. 

A. Regions A and B have the same range of COVID-19 

cases 

B. Regions A and B are located on the south side of the 

map 

C. Regions B and C have the same range of COVID-19 

cases 

D. Regions A and D have the same range of COVID-19 

cases 

T11 To locate 

Choose the sentence that 

describes the location with 

the highest number of 

COVID-19 cases. 

A. Located at the south of the area 

B. Located at the edge of the area 

C. Located at the center and south of the area 

D. Located at the north of the area 
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Fig. 4. The research flowchart. 

4. RESULTS  

This section presents the descriptive analysis results for three map reading aspects (accuracy, 

time, and difficulty level) and the correlation analysis between map type and the public’s ability to 

read maps. Figures 4, 5, and 6 show the accuracy of answers for each task, the difficulty of 

understanding the two COVID-19 maps based on the given task, and the speed of map reading. The 

average accuracy of answers for the 11 tasks was 68%. The best results were shown by the group of 

respondents who read the choropleth map, with 73% correct answers. For comparison, 63% correct 

answers were obtained from the graduated symbols map group. Regarding difficulty level, 54% of 

the respondents stated that it was easy to read the choropleth map type, whereas 11% found it difficult. 

As for the graduated symbols map, it was easy to read according to 25% of the respondents but 

difficult for the other 12%. Based on this information, it can be inferred that the shares of respondents 

perceiving the two maps as difficult to read were only slightly different. In addition, the average time 

to read the maps and answer each question or command was 31.97 seconds. The choropleth map 

group took 28.15 seconds, while the graduated symbols map group required a longer time to complete 

the task, averagely 35.78 seconds. Lastly, inferential statistics were employed to analyze the 

correlation between map type and the community’s map reading ability. The sections below describe 

the correlation analysis with every aspect of map reading. 
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Fig. 4. Accuracy of answers in the COVID-19 map reading test for choropleth and graduated symbols maps per 

task (presented in frequency). 

 

Fig. 5. Difficulty levels of the COVID-19 map reading for choropleth and graduated symbols maps per task 

(presented in frequency). 

 

 

Fig. 6. Answer time boxplot for choropleth and graduated symbols maps. 
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The boxplot shows that the time data distribution on the graduated symbols map is more spread 

out than Choropleth, with the standard deviation obtained is 24.4 for GS and 22.1 for Choropleth. 

This proves that the data is not normally distributed so that the measurement of the center value is 

measured using the median with the Choropleth median is 30 seconds and Graduated Symbols is 21 

seconds. Table 2 shows the descriptive analysis for answer time. 
                                                                                   Table 2.  

The descriptive analysis for Answer Time. 

  Choropleth Graduated Symbols 

count 660 660 

mean 28,15 35,781818 

std 22,142323 24,40256 

min 5 8 

25% 14 17,75 

50% 21 30 

75% 36 50 

max 300 240 

 

 4.1. Correlation between Map Type and Accuracy of the Answer 

  The chi-squared and Cramer’s V tests were used to determine the correlation between map type 

and the community’s ability to read maps based on the first aspect, i.e., accuracy. In this case, the 

proposed hypothesis was as follows: 

 

• Ho: There is no correlation between map type and the accuracy of the answer as an aspect 

of the public’s ability to understand the map 

• H1: There is a correlation between map type and the accuracy of the answer as an aspect of 

the public's ability to understand the map 

 

Tables 3 and 4 show the chi-square and Cramer’s V test results, respectively. The first 

correlation analysis produced a Pearson chi-square of 13.808 and a significance value (p-value) of 

0.0000. To test the null hypothesis, the chi-square value (count) was compared with the chi-square 

table, and it was found that the former was higher than the latter (13.808 > 3.841459), which means 

that H0 is rejected. Then, the p-value was deemed significant because it was smaller than 0.05 (p-

value = 0.000 < 0.05), which means that H0 is rejected. Because the two analyses rejected the Ho, it 

can be concluded that there is a correlation between map type and the accuracy of the answer as an 

aspect or subset of the community's ability to understand the map. Furthermore, the Cramer's V test 

produced a value of 0.102 and a p-value of 0.0000 > 0.05. It means that there is a correlation between 

map type and the accuracy of the answer, confirming the chi-squared test results.  
                                                                                                                                                                    Table 3.  

Chi-Squared test results for the Answer Accuracy. 
 

Value df Asymptotic 

Significance 

(2-sided) 

Exact 

Sig. (2-

sided) 

Exact 

Sg. (1-

sided) 

Pearson Chi-Square 13.808a 1 .000   

Continuity Correction b 13.373 1 .000   

Likelihood Ratio 13.846 1 .000   

Fisher's Exact Test    .000 .000 

Linear-by-Linear Association 13.797 1 .000   

N of Valid Cases 1.320     
a. 0 cells (0.0%) have an expected count of less than 5. The minimum expected count is 211.50;  

b. Computed only for a 2x2 table. 
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                                                                                                                                                   Table 4.   

Cramer's V test results for the Answer Accuracy. 

  

  Value  

Approximate 

Significance 

Nominal by Nominal Phi .102 .000 

  Cramer's V .102 .000 

N of Valid Cases   1320   

 

Table 5 shows the inferential statistical test results per task. It shows that only T3, T4, and T6 

are significant. These results indicate a correlation between map type and accuracy for T3 To 

distinguish, T4 To retrieve values, and T6 To interpret. For T3, the chi-square count > chi-square 

table (6.009 > 3.841459), and the p-value was 0.014 < 0.05; both rejected the H0. In conclusion, there 

is a correlation between map type and the accuracy of the public in distinguishing a particular map 

object. For T4, the chi-square count > chi-square table (5.4 > 3.841459), and the p-value was 0.02 < 

0.05; both rejected the H0. Thus, there is a correlation between map type and the accuracy of the 

public in retrieving values of a specific map object. Similarly, for T6, the chi-square count > chi-

square table (5.167 > 3.841459), and the p-value was 0.023 < 0.05, rejecting the H0. These results 

indicate a correlation between map type and the accuracy of the public in interpreting a particular 

situation portrayed on the map.  
                                                                                                                                                              Table 5.  

Inferential statistics for the Answer Accuracy. 

Task Chi-squared p Cramer's V p 

T1 To identify 0.574 0.449 0.069 0.449 

T2 To find extreme values 0.063 0.803 0.023 0.803  

T3 To distinguish 6.009 0.014 0.224 0.014 

T4 To retrieve values 5.4 0.02 0.212 0.02 

T5 To compare 0.891 0.345 0.086 0.345 

T6 To interpret 5.167 0.023 0.208 0.023 

T7 To categorize 1.081 0.298 0.095 0.298 

T8 To group 1.195 0.274 0.1 0.274 

T9 To sort 0.901 0.343 0.087 0.343 

T10 To associate 0.363 0.547 0.055 0.547 

T11 To locate 0 1 0 1 

ACCURACY 13.808 0.000 0.102 0.000 

 

4.2. Correlation between Map Type and Answer Time 

In addition to the accuracy of the answer, the correlation between map type and the public’s 

ability to read maps was also tested using the second aspect, i.e., time. Therefore, the following 

hypothesis was formulated: 

 

• Ho: There is no correlation between map type and answer time as an aspect of the public's 

ability to understand the map 

• H1: There is a correlation between map type and answer time as an aspect of the public's 

ability to understand the map 

 

Table 6 shows the Mann-Whitney U test results for the answer time. The results included a 

significance value (p-value) of 0.000 < 0.05, thus rejecting the H0. In other words, there is a 

correlation between map type and the answer time as an aspect or subset of the community's map 

reading ability.  
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                                                                                       Table 6.  

Mann-Whitney U test results for the Answer Time. 

Test Statistics  Time 

Mann-Whitney U 168566.500 

Wilcoxon W 386696.500 

Z -7.118 

Asymo. Sig. (2-tailed)               .000 

 

Table 7 shows the inferential statistical test results for the answer time per task. In general, 

the figures in this table indicate a correlation between map type and answer time. However, five tasks 

are insignificant because their p-values were higher than 0.05, i.e., T2 To find extreme values was 

0.59, T3 To distinguish 0.945, T1 To identify 1,000, T9 To sort 0.069, and T10 To associate 0.18. 

These p-values indicate a failure to reject the null hypothesis (Ho). In other words, there is no 

correlation between map type and the time the public requires to understand maps, especially to find 

extreme values, to distinguish and categorize a particular object, to sort map objects based on a 

situation, and to associate or correlate two areas. In contrast, the Ho is rejected for T1, T4, T5, T6, 

T8, and T11, whose p-value was smaller than 0.05. Consequently, there is a correlation between map 

type and the time the public takes to understand the map, specifically to identify, retrieve values, 

compare, interpret, group, and locate objects on the map.  
                                                                                                                                              Table 7.  

Inferential statistics for the Answer Time. 

Task Mann-Whitney U p 

T1 To identify 1073.5 0.000 

T2 To find extreme values 1440 0.59 

T3 To distinguish 1787 0.945 

T4 To retrieve values 1050.5 0.000 

T5 To compare 1388 0.03 

T6 To interpret 1283 0.006 

T7 To categorize 1800 1.000 

T8 To group 935.5 0.000 

T9 To sort 1454.5 0.069 

T10 To associate 1348.5 0.18 

T11 To locate 1004.5 0.000 

TIME 168566 0.000 

 

4.3. Correlation between Map Type and Difficulty of the Map-Reading Tasks 

The third aspect tested to determine the correlation between map type and the public’s ability 

to read maps is difficulty level. Similar to accuracy and answer time, this correlation was assessed 

using inferential statistics (the chi-squared and Cramer's V) to test the hypothesis below: 

 

• Ho: There is no correlation between map type and difficulty of the task as an aspect of the 

public's ability to understand the map 

• H1: There is a correlation between map type and difficulty of the task as an aspect of the 

public's ability to understand the map 
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Tables 8 and 9 show the chi-squared and Cramer’s V test results for the difficulty level, 

respectively. To test the null hypothesis, the calculated chi-square value (count) was compared with 

the chi-square table, and the level of significance was set at 0.05. The results can be described as 

follows: 

 

• Chi-square count (125.282) > chi-square table (5.9915), then H0 is rejected 

• P-value = 0.000 < 0.05, then H0 is rejected. 

 

The two analyses rejected the null hypothesis (Ho). In other words, there is a correlation 

between map type and the difficulty level of the map-reading task as an aspect or subset of the public's 

ability to understand the map. Furthermore, the Cramer's V test yielded a value of 0.308 and a p-value 

of 0.000 < 0.05. It can be concluded that there is a correlation between map type and the difficulty 

level of the map-reading tasks, confirming the chi-squared test results. 
                                                                                                                                                     Table 8.  

Chi-Squared test results for the Task Difficulty. 
 

Value df Asymptotic 

Significance 

(2-sided) 

Pearson Chi-Square 125.282a 2 .000 

Likelihood Ratio 127.788 2 .000 

Linear-by-Linear Association 73.031 1 .000 

N of Valid Cases 1.320   
a. 0 cells (0.0%) have an expected count of less than 5. The minimum expected count is 76 

 
                                                                                                                                               Table 9.  

Cramer’s V test results for the Task Difficulty. 

  Value  

Approximate 

Significance 

Nominal by Nominal Phi .308 .000 

  Cramer's V .308 .000 

N of Valid Cases   1320   

 

Table 10 summarizes the inferential statistical test results per task.  
                                                                                                                                                                 Table 10.  

Inferential statistics for the Task Difficulty. 

Task Chi-squared p Cramer's V p 

T1 To identify 25.31 0.000 0.459 0.000 

T2 To find extreme values 20.34 0.000 0.412 0.000 

T3 To distinguish 15.893 0.000 0.364 0.000 

T4 To retrieve values 13.738 0.001 0.338 0.001 

T5 To compare 14.25 0.001 0.345 0.001 

T6 To interpret 5.974 0.05 0.223 0.05 

T7 To categorize 8.956 0.011 0.273 0.011 

T8 To group 18.551 0.000 0.393 0.000 

T9 To sort 12.345 0.002 0.321 0.002 

T10 To associate 9.754 0.008 0.285 0.008 

T11 To locate 7.067 0.029 0.243 0.029 

DIFFICULTY 125.282 0.000 0.308 0.000 
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It shows that almost all of the tasks are significant, except for T6 To interpret. Its chi-square was 

5.974, whereas that of the other ten tasks was higher than 5.9915. Therefore, the chi-square value of 

T6 was smaller than 5.9915, indicating a failure to reject Ho. Moreover, the p-value derived from 

both chi-squared and Cramer's V tests was equal to 0.05, confirming the chi-squared test results for 

T6. Overall, there is no correlation between map type and the difficulty of interpreting a particular 

object portrayed on the map. 

 

4.4. Spatial Distribution 

Spatial distribution of map reading results is very important for the education and public health 

sectors in order to effectively solve problems in the area and find ways to prevent the spread of the 

epidemic. Fig. 7 shows the different result between choropleth map reading (top) and graduated 

symbol map reading (bottom). Both are presented in choropleth map. 

 

 
Fig. 7. Distribution of Map Reading Results Presented in Choropleth Map. Top: Result of Choropleth Map 

Reading. Bottom: Result of Graduated Symbol Map Reading. 
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The results show that, spatially, people have better accuracy, time and difficulty levels when 

reading choropleth maps. Respondents in the southern region of Badung Regency answered with an 

accuracy of more than or equal to 76%. This result can be related to the condition of the southern area 

which is a tourism location, so that people are more accustomed to reading maps or using maps. Very 

few areas had less than 50% accuracy and spent more than 40 seconds when reading the Chropleth 

map. Respondents also chose the choropleth map as a map that is easier to read, indicated by a lower 

level of difficulty than the graduated symbol map. 

Meanwhile, reading a graduated symbol map shows results that are not as good as reading a 

choropleth map. In general, this can be caused by people who are not used to reading graduated 

symbol maps. This can be seen from the distributions of respondents who answered with poor 

accuracy, spent more time and experienced higher level of difficulty. 

5. DISCUSSION 

The correlation analysis between map type and the accuracy of the answer showed different 

results for all map-reading tasks. The descriptive analysis revealed that the public is able to find 

location points on both the choropleth and graduated symbols maps (T11). This statement is true for 

the public’s ability to find extreme values (T2), compare (T5), categorize (T7), group (T8), sort (T9), 

and associate (T10). Although there are only slight differences in the ability to read both maps, the 

map reading accuracy is better for the choropleth map. In contrast, significant differences are observed 

in the ability to distinguish (T3), retrieve values (T4), and interpret (T6) data on the map. In this case, 

the public exhibits a better ability to complete these tasks on the choropleth map. This statement is 

confirmed by the statistical results, i.e., chi-square values, p-values, and Cramer's V values, which 

indicate a strong correlation between map type and the accuracy of the answer provided to distinguish, 

retrieve values, and interpret map objects. Overall, the choropleth map is considered capable of 

presenting the best results in terms of accuracy. 

Based on the second aspect, the average time the public requires to complete each task on the 

choropleth map is 28.15 seconds. However, it takes a longer time for the public to finish the same 

question or command on the graduated symbols map, i.e., 35.78 seconds. Statistically, they can 

quickly identify (T1), retrieve values (T4), compare (T5), interpret (T6), group (T8), and locate (T11) 

information on the map. 

As for the third aspect, more respondents (54%) find that it is easy to read the choropleth map, 

whereas fewer (25%) perceive the graduated symbols map as easy to read. These findings are 

supported by the statistical analysis results, which indicate that almost all tasks are significant, except 

for T6 To interpret. However, T6 does not give a statistically significant effect on the overall 

measurements for the difficulty of the map-reading tasks because its p-value is very low. The 

choropleth map is considered easier to read in terms of identifying (T1), finding extreme values (T2), 

differentiating (T3), retrieving values (T4), comparing (T5), categorizing (T7), grouping (T8), sorting 

(T9), associating (T10), and locating (T11) its information content. 

In general, the public answers accurately, takes a shorter answer time, and finds it easy to retrieve 

values (T4) from both maps. They provide the correct answers and experience little to no difficulty 

in distinguishing (T3) and interpreting (T6). Further, they require a relatively quick time and 

experience little to no difficulty in identifying (T1), comparing (T5), grouping (T8), and locating 

(T11) the information contents of both maps. Lastly, they do not experience a significant challenge 

in finding extreme values (T2), categorizing (T7), sorting (T9), and associating (T10) particular 

objects portrayed on the map. 

The results of this study indicate that the choropleth map shows the best results for each data 

analyzed (accuracy, time, and level of difficulty). Based on the statistically significant tasks, it can be 

summarized in the order of the highest to the lowest: related to the difficulty of the map-reading tasks 

(10 out of 11 tasks), the answer time (6 out of 11), and the accuracy of the answers (3 out of 11).  

A research from Słomska-Przech and Galebiowska (2021) shows that when it comes to the 

overall results, the best metrics of performance (answer accuracy and time) for all tasks were obtained 
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when working with the choropleth map. It means that choropleth map was used in many tasks and 

field of study, not only in Indonesia but also abroad. Similar task and methodology were also used by 

Słomska-Przech, Panecki & Pokojski, (2021) who compared the usability of heat maps with different 

levels of generalization. The objective (the correctness of the answer, response times) and subjective 

(response time self-assessment, task difficulty, preferences) metrics were measured. The tasks for 

map reading were used widely and were able to measure the benefits of the map by giving tasks to 

the map reader. It is worth comparing the effectiveness of numbers on maps with other methods of 

data presentation—for example, heat maps, isopleths, etc (Korycka-Skorupa & Gołebiowska, 2020). 

6. CONCLUSIONS 

The average accuracy or correctness of the answer for the choropleth and graduated symbols 

maps is 73% and 63%, respectively. For the first aspect (i.e., difficulty level), 54% of the respondents 

claim that it is easier to read the choropleth map, whereas 25% perceive the graduated symbols map 

as easy to read. The average time required to read and answer each question or command on the 

choropleth map is 28.15 seconds, which is faster than completing the same task on the graduated 

symbols map (35.78 seconds). In other words, it takes more time to answer questions or respond to 

commands using the graduated symbols map. 

Based on the analysis results for the three aspects (accuracy, time, and level of difficulty), it 

appears that the choropleth map is easier to understand. Each has been analyzed for their correlations 

with map type as the subsets of the map-reading ability. The hypothesis tests revealed that there is a 

correlation between map type and the public's ability to understand the map based on accuracy, task 

difficulty, and answer time. 

This study shows that the choropleth map becomes an effective and preferred map for 

understanding information about COVID-19. The choropleth map is considered the easiest solution 

to map spatial phenomena related to COVID-19. This condition may have positive and negative sides. 

On the one hand, choropleth maps are a powerful way of presenting spatial data. On the other hand, 

the creation of choropleth map must be done carefully to avoid mistakes. The use of the map depends 

on the purpose and the problem to be solved. Therefore, mappers cannot restrict the use to one type 

of map and may not ignore other types of maps. Research related to cartography, must pay attention 

to every type of map.  
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ABSTRACT: 

3D modelling of buildings using modern tools and techniques is an important objective for the 

management and planning of urban areas. Rhinoceros with Grasshopper is a powerful 3D modeller in 

the field of architecture, engineering and construction. In this paper, 3D modelling of several case 

studies based on the joint use of Rhinoceros and Grasshopper are shown. In particular, different levels 

of geometric complexity and detail are investigated. In order to achieve these objectives, adequate 

canvas designs have been developed according to the different case studies examined; specifically, 

several cases have been analysed, starting from simple volumes up to complex geometries and even 

large dimensions. The input sources for the elaborations in Grasshopper can be multiple; for example, 

numerical cartography, geodata from Open Street Map and point clouds generated by airborne LIDAR 

sensors were analysed. The 3D models generated in this way have parametric characteristics that are 

useful for integration into Building Information Models (BIM) and Geographic Information Systems 

(GIS), for analysis and simulation, or for visualising projects from illustrations to photorealistic 

renderings. 
 

Key-words: Grasshopper, 3D city model, Rhinoceros, Open Street Map, Point Cloud, Extrusion. 

1. INTRODUCTION 

The representation of the city indicates the study of the morphology and expressive language of 

the urban fabric, in relation to significant monuments and buildings. With the advent of the digital 

age, new systems for visualising and managing geodata within web platforms or specific Apps, such 

as Google Maps, Google Earth, Street View Map, Earthexplorer (United States Geological Survey - 

USGS) have enabled a new approach to urban experimentation and knowledge (Isikdag & Zlatanova, 

2010; Li & Ratti, 2019). Parametric modelling is a useful tool for management and planning that can 

study and predict the multiple logics of urban expansion. The parameterization of buildings or 

individual objects can be achieved through the use of parametric software, which is able to collect 

information and distribute it graphically on multiple levels, providing a series of complex scenarios. 

For example, a building is the set of individual basic elements (such as walls, windows, pipes and 

floors, etc.) with certain technical and structural characteristics (Shirowzhan et al., 2020). Using the 

same basic elements, then, it is possible to produce diversified designs, i.e. a design that can be shared 

with the various professionals involved in the process. In this way, it is possible to enrich, insert, 

extract, update or modify the information model in an immediate and effective way. An open 

standardised data model and exchange format for storing 3D digital models of cities and landscapes 

is CityGML, which defines ways to describe most of the common 3D features and objects found in 

cities (such as buildings, roads, rivers, bridges, vegetation and street furniture) and the relationships 

between them. It particular, CityGML defines several standard Levels of Detail (LoD) for the 

representation of objects for different applications and purposes, such as simulations, urban data 

mining, facilities management and thematic surveys (Gröger et al., 2012; Dardanelli et al., 2017; 

Biljecki et al., 2018; Pepe et al., 2020).  
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In particular, 4 consecutive well-defined LODs, applicable both internally and externally can be 

identified: i) LOD0 - Highly generalised model; ii) LOD1 - Block/object extrusion model; iii) LOD2 

- Realistic, but still generalised model; and iv) LOD3 - Highly detailed model (Kutzner et al., 2020).  

A tool for parametric modelling of buildings and urban areas is Grasshopper, which is a plug-in 

implemented in Rhinoceros (also simply called Rhino) software (developed by Robert McNeel & 

Associates, USA). This plug-in consists of a programming language for the creation of geometries 

visualised through the Rhino software (Kos & Snoj, 2016). The algorithms are developed within a 

canvas that represents the working area. Within this workspace, two macro-classes are identified: i) 

parameters, which contain the information (numbers, vectors, geometries) and; ii) components that 

perform the operations such as translation, copy, subdivision, scale, etc. Application of parametric 

modelling in the urban field can be found in several recent works. Rakha & Reinhart, 2012 showed 

an urban analysis workflow using a Rhinoceros/Grasshopper massing tool; the tool uses terrain 

elevation models as part of the design process to subdivide sites and generate urban forms to explore 

parametrically. De Jesus et al., 2018 showed the first results of geometric modelling performed in the 

campus of the Federal University of Bahia (UFBA), using aerial laser scanning data, integrating 

QGIS, Rhinoceros and FME (Feature Manipulation Engine); in Rhinoceros software, it was possible 

to generate an extrusion of the geometric model and in particular using plug-ins named Heron and 

Meerkat. Fink & Koenig, 2019 discuss about of a holistic, digital urban design process aimed at 

developing a practical methodology for future projects; the urban design process presented in the 

paper includes analysis and simulation tools within Rhinoceros 3D and its Grasshopper plug-in as 

quality enhancement means that facilitate creative approaches throughout the project. Silva et al., 

2020 have developed a method in order to facilitate designing and building curvilinear architectures 

and their supporting structures using simultaneously two design paradigms connected via parametric 

programming. Therefore, this paper is set in the context of geometric and semantic modelling in the 

urban environment using Rhinoceros/Grasshopper tools. 

2. METHOD 

2.1. Design in Grasshopper and Rhinoceros 

The parameterisation of the objects can be applied to different elements of the territory by means 

of the tools implemented in Rhino and Grasshopper. Indeed, programming in Grasshopper makes it 

possible to manage and model even complex geometries. Most of the Grasshopper interface is focused 

on the canvas, which is where the users performing the design of several elements and connecting 

them with wires. Grasshopper's components are written in Python, which is a popular language among 

computational designers due to its integration into many 3D modelling software and its relatively 

simple syntax (Peronato et al., 2017). Moreover, this environment allows one to use multiple 3D 

modelling functions and manage the entire design phase. For example, it is possible to build a model 

in Rhino and export it to a BIM (Li et al., 2012) or 3D-Geographic Information System (GIS) 

environment (Pepe et al., 2021). Grasshopper allows modelling using vector-type tools such as basic 

geometric and 3D shape sets (parametric primitives) are available that can be used to create complex 

objects through assembly, modification and deformation operations. It is also possible to create 3D 

shapes starting from two-dimensional forms and paths. In fact, through an extrusion operation, it is 

possible to generate the third dimension starting from a two-dimensional shape (open or closed) 

according to an axis that can have any inclination with respect to the starting plane. This last approach 

is widely used for modelling buildings in the urban environment both as prismatic solids and with 

rather complex 3D geometry. In order to highlight the potential of this Rhino/Grasshopper 

combination in urban modelling, different levels of detail and geometric complexity are discussed in 

the paper. In particular, 4 case studies are examined: i) the extrusion of simple and complex 

geometries; ii) the construction of 3D models from numerical cartographies; iii) the construction of 

3D models using Open Street Map (OSM) data; iv) the construction of the 3D model from a point 

cloud of a church belonging to the cultural heritage and characterized by a complex geometry. 
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2.2. Extrusion of simple and complex geometries  

The first research activity concerned the building of a rather simple three-dimensional geometry 

using Grasshopper. The resulting main design phases can be divided into the following activities: i) 

creation of the polygon; ii) extrusion of the polygon; iii) vector displacement of the geometry and; iv) 

rotation of the geometry around its own axis. 

The first task involves the construction of a polygon on a regular square base. The code provides 

for the insertion in the canvas of the tool ''Polygon'', to which the desired number of sides (Segments) 

and the length of each side (Radius) can be attributed; in this way, Rhino defines the construction of 

a regular figure in the XY plane, centred on the origin of the axes. The next phase consists in the 

extrusion of the polygon by means of the tool ''Extrude > Unit Z'': the directional plane was then 

attributed through which the third dimension is obtained; in Rhino the square is developed along the 

Z axis characterizing the formation of a straight parallelepiped of variable height by assigning a 

certain value to the multiplication unit with the appropriate slider. A further attribute to be assigned 

is the angle at which the geometry produced is arranged in space. Through the ''Rotate 3D'' option, 

the construction can rotate around its axis according to the angle defined in the slider. Therefore, the 

polygon on Rhino will rotate around the XZ axis, arranging itself in space in the most appropriate 

way. Once built the 3D model, we can observe that it was still centred in the origin of the axes; at this 

stage, the objective of this third phase is to allow the figure to move in three-dimensional space. The 

last step, i.e. the vector movement of the solid was allowed through the ''Move'' tool, to which the 

three vector components X, Y, Z and their respective domains are associated. The representation of 

the canvas and the result of the modelling displayed in Rhino is shown in Fig. 1. 

 

 

(a) 
  

 

(b) 
 

Fig. 1. Building of simple geometries using Grasshopper: code generated in the Grasshopper canvas (a); 

view from several perspectives, i.e. top, front, right and perspective view (b). 
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Once a rather simple solid was built, the possibility of realising complex 3D models was 

evaluated. The basic surface was acquired using the ''Polygon'' tool, through which it was possible to 

define the number of sides and relative dimensions: a pentagonal plan surface was chosen, with 

convex vertices using the ''Fillet Radius'' slider. Next, the number of floors of the building was 

identified and defined using the ''Move > Series'' command and the area (''Area'') was attributed, 

defining the relative centres that make up, consequently, the central axis of the building itself. In order 

to set the sinusoidal shape of the walls, a ''Graph Mapper'' has been adopted, to which a domain 

(''Construct Domain'') is associated that returns the diversified dimensions of each single floor, giving 

the required shape: everything is carried out by the ''Scale/Offset Surface Looser'' tool. Once the ''Loft'' 

surface has been applied, a first image of the tower has been reproduced; then, it has been possible to 

proceed with the union of the two geometries through the ''Merge'' command, generating a single 

complex. The tools ''Rotate3D > Knob'' and ''Move > Vector XY'' were used to allow the solid to 

rotate and move in space. The design realised in the canvas and the results of the model are reported 

in Fig. 2. 

 

 

(a) 
 

 

(b) 
 

Fig. 2. Construction of non-linear geometries: code generated in the Grasshopper canvas (a);  

view from several perspectives: top, front, right, perspective (b). 

 

2.3.  Building 3D models from numerical cartography 

Using a cartography, it was possible to proceed to the design of 3D models, representing multiple 

buildings diversified by geometry and typology located in a precise spatial reference system. The area 

taken into consideration concerned part of the territory of the city of Palo del Colle (Bari, Italy); the 

aim of this task was to predict, starting from numerical cartography, the extrusion in space of some 

buildings constituting a residential area, i.e. to build in LOD1 model. The first step involved the 

acquisition of the regional technical map in ESRI shapefile format through the website dedicated to 

the thematic cartography of the Apulia region. Subsequently, using “Urbano” plugin (Dogan et al., 

2020), it was possible to import this file through the use of ''ImportSHP'' tool: points corresponding 

to the vertices of each building will be returned in Rhinoceros. Subsequently, the code ''Polyline> 
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Boundary Surface'' was linked to the ''Points'' parameter in order to recreate the base surface of each 

component belonging to the shapefile. Urbano plugin introduces a fully automated workflow to load 

in contextual GIS, OpenStreetMap and Google Places data to set up an urban mobility model; in 

addition, in the version 1.2, Urbano supports terrain and allows the construction of site models with 

3D terrain, buildings and roads in easy way. In this case study, the aim was to extrude the building 

using the properties or better the values present in the ''Metadata''. In order to distinguish the numerical 

data from the corresponding descriptions, the tool ''Deconstruct Metadata'' has been inserted in such 

a way that, by means of a ''Panel'', the attributes for each building are clearly visible. Among all the 

characteristics, the one of main interest is that relative to the heights of the buildings, therefore the 

''Cull Pattern'' command was inserted to remove the superfluous elements from the list. Finally, the 

civil dwellings were extruded by associating these values to the code ''Extrude > Unit Z''. The 

representation of the canvas and the realised 3D model are shown in Fig. 3. 

 

 

(a) 
 

 

(b) 
 

 

(c) 
Fig. 3. Building geometries from numerical cartography: code generated in the Grasshopper canvas (a);  

view from several perspectives: top, front, right, perspective (b); perspective view of buildings (c). 
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2.4.  Building 3D models using Open Street Map 

For further 3D design, geospatial data available on the OSM website were used.  Since the model 

available from this web platform can be easily managed in the Rhinoceros/Grasshopper environment, 

the geospatial data are used for our purpose, i.e. to create a parametric 3D model at urban scale. The 

Area of Interest (AOI) can be identified through a manually adjustable window set on the OSM or by 

entering the relative coordinates geographic coordinates of the four vertices of the window itself. It 

should be emphasised that not all cities are covered with 3D models. Once the AOI was selected, the 

.osm file can be downloaded. OSM files are XML based and typically used to export an extent of the 

OSM GIS service into other applications. Once the file in .osm format was acquired, it was imported 

into the Grasshopper canvas using the following code: ''File Path > Location > OSM Data'' provided 

by the ELK tool (Webb, 2014). This step is performed by connecting the points together using the 

''Polyline'' tool to outline the perimeter of the individual buildings. At the ''OSM Data'' command we 

set the ''Create 3D Buildings'' input to extrude the heights provided by the data acquired from the .osm 

file: in this phase not all the buildings of the study area will be extruded, but only the known ones. 

The contour surface was then created using ''Geometry > Brep''. An illustrative case reproduced in 

this project phase of part of the 'City' of London at in LOD1 is reported in Fig. 4. 

 

(a) 
 

 

 

(b)  
 

 

(c) 
 

Fig. 4. Building 3D geometries from data obtained from Google Street Map: code generated in the Grasshopper 

canvas (a); view from several perspectives: top, frontal, right, perspective (b); perspective view of buildings in 

a portion of the City of London. 
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2.5.  Building 3D models from point cloud 

The structure identified for the 3D modelling of complex buildings concerns the Saint-André 

Cathedral, located in the city of Bordeaux, in the south-west of France, which is situated in an 

important historical urban centre dating back to the Enlightenment period and which was declared a 

UNESCO World Heritage Site in 2007.  

The modelling involved the parametric modelling of the Saint-André Cathedral. This operation 

consisted of three phases: i) data collection; ii) acquisition and modification of the point cloud and; 

iii) Parametric modelling of the structure. 

The dataset used for structure modelling was obtained from the point clouds generated by 

Airborne Laser Scanner-ALS sensors and a dataset of colour images generated by nadir and oblique 

cameras (Costantino et al., 2021). For data collection, a photogrammetric flight over the city of 

Bordeaux was carried out using a twin-engine aircraft (Partenavia P68C) at an altitude of 850 m above 

ground level. The hybrid sensor mounted on the aircraft was the "Leica CityMapper" specifically 

designed for aerial urban mapping. The main characteristics of the sensor are: i) pulse repetition rate 

up to 700 KHz; ii) programmable return pulses of up to 15 returns, including intensity, pulse width, 

area: iii) curved waveform and slope attributes; iv) full waveform recording option at down-sampled 

frequencies; v) oblique scanner, with various scanning patterns; vi) real-time LiDAR waveform 

analysis, including acquisition of waveform attributes. 

The main data used in the geometric modelling of the structure was derived from the point cloud 

generated by the Leica Hyperion LiDAR ALS unit and available in LAS format. The survey produced 

a point cloud of 100,924 points, with a density on the horizontal surfaces (roofs and ground) of 7-8 

pts/m2 and georeferenced in the WGS84/UTM (World geodetic System/Universal Transverse of 

Mercator) zone 30 North projection, EPSG:32630 (Nicolai & Simensen, 2008; Dardanelli et al., 

2020).  

Using the Cloud Compare software (Girardeau-Montaut, 2014), the point cloud was cleaned from 

"noise" or better all the parts that do not contribute to the parametric modelling of the building, such 

as the vegetation surrounding the cathedral, were deleted (Fig. 5). 

 

 

Fig. 5. Point cloud cleaned of ''noise'' and vegetation. 

 

Subsequently, the point cloud was imported into Rhinoceros software. To create the parametric 

objects of the elements of the structure under consideration, Arena4D plug-in was used. Indeed, this 

latter plug-in also offers powerful point cloud manipulation tools, such as slicing, clipping, 

smoothing, lighting, magnification, colour ramping and exporting (Pepe & Costantino, 2021). In order 

to reconstruct the 3D model with different profiles, slicing command was used. In fact, this tool allows 

to cut the point cloud in several profiles. In Rhino environment, the different profiles were vectorised 

and interpolated by Non Uniform Rational B-Splines (NURBS) surfaces, which are mathematical 

representations of 3D geometry. This surface precisely defines any shape: from a simple line, to a 

circle, arc or curve, to the most complex free-form or organic 3D solid or surface. 
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In the first task, we extruded the central nave, the main towers located near the side entrances 

and those located along the sides of the cathedral. Then, the roof was built, which has a non-

homogeneous conformation for all the layers involved; therefore, we opted for the use of the ''Loft'' 

tool, which has the objective of generating a surface along a series of selected curves. The same 

process was applied to generate the spires above the towers on the left-hand side of the structure and 

the five chevets at the top. The designed canvas and the result of the modelling in LOD2 are shown 

in Fig. 6. 

 

 

(a) 
 

 

(b) 
 

Fig. 6. Building 3D geometries from ALS data:  code generated in the Grasshopper canvas for each element 

 of the church (a); view from several perspectives: top, front, right, perspective of the building with complex 

geometry (Saint-André Cathedral, Bordeaux, France). 
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3. RESULTS AND DISCUSSION  

In this paper, the 3D semantic modelling approach using Rhinoceros v.7/Grasshopper software 

was addressed.  

In the first phase, simple elements were modelled in order to identify the level of depth, 

automation and sharing of the 3D models generated in this environment.  The codes generated in the 

Grasshopper canvas formed the basis for the subsequent, more complex phases. The management in 

this software can be implemented using multi-sources such as, for example, numerical cartography 

(ESRI shapefile) or point clouds in LAS format. 

The parametric approach was applied to objects, such as buildings, which can be deduced from 

numerical cartography; different design alternatives were experimented until generating a code that 

allows the immediate import of the shapefile into Grasshopper. In this way, it was possible to create 

three-dimensional models quickest and simplest way. Moreover, through a specific study, it was 

ascertained that in the case of areas of interest of relevant importance, it is possible to choose for the 

acquisition of geospatial data through the Open Street Map website, as it returns directly and with 

extreme ease a file compatible with Rhinoceros/Grasshopper. From the analysis of the geo-data, it 

was possible to note that in the case study of the 'City' of London only few specific buildings 

underwent extrusion: the most renowned ones. 

Finally, an experiment was carried out on urban buildings with a rather complex geometry 

starting from a cloud of points generated by an airborne ALS sensor. The modelling involved several 

long working phases and the use of different software such as Cloud Compare and 

Rhinoceros/Grasshopper. Despite the complexity of the geometry, the parameterization of the 

structure was quite faithful to the real model, i.e. the model represented by a point cloud. Once the 

parametric modelling has been carried out in Rhino, through the use of a specific plug-in called 

Rhino.Inside, it is possible to incorporate the model into Revit (BIM software developed by the 

Autodesk company).  

In particular, through Rhino.inside.Revit it is possible to take advantage of an integration 

platform between Rhino and Revit. This add-on allows Rhino and the respective Grasshopper 

applications to be loaded, providing a collection of new components for interaction with Revit. 

Rhino.inside.Revit provides a set of tools for switching between Rhino free-form modelling and BIM 

modelling. Using this system, through design in the Grasshopper canvas it was possible to import the 

3D model of the cathedral inside the Revit software.  

4. CONCLUSIONS 

Programming and modelling in Rhinoceros and Grasshopper has enabled the building of high 

quality parametric 3D models. The different case studies have shown the ease and enormous capacity 

of this environment to design and plan at different levels of detail, from a single building to an entire 

city. Furthermore, it is possible to model even complex geometries, as shown in the case study of the 

Saint-André Cathedral in Bordeaux. 

This process, based on the use of Rhinoceros and Grasshopper, will be increasingly used in the 

future to increase IT and technological efficiency in the management of individual buildings and, at 

the same time, of urban areas, factors which affect economic, social and, above all, environmental 

aspects. Furthermore, these tools represent the basic elements for the construction of 3D models 

suitable for subsequent analysis and cataloguing of geo-data in a BIM (or Heritage BIM-HBIM) or 

3DGIS environment. 
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